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Abstract—Face recognition technology is the core technology 

of the subway ticketing system, which is related to the efficiency 

of people's ticket purchase. In order to improve people's 

experience of taking public transport, it is necessary to improve 

the performance of face recognition technology. In this study, the 

Back Propagation (BP) algorithm is used to optimize the 

parameters of the SoftMax classifier of the convolutional neural 

network, and the branch structure is added to the structure of 

the SphereFace-36 convolutional neural network to extract the 

local features of the face. Based on the improved neural network, 

the face recognition system of the subway automatic ticketing 

system is established. The results show that the area under the 

ROC curve is the highest for validation and identification of the 

optimization model; The recognition accuracy of the optimized 

model in different data sets is 1.0%, 0.7%, 1.1%, 0.9% and 0.6% 

higher than that of SphereFace-36 respectively, and its specificity 

is higher than that of SphereFace-36, with the maximum 

difference of 9%; The average accuracy of global feature 

extraction and recognition of the optimized network model is 

83.01%. In the simulation experiment, the optimized model can 

accurately recognize facial features, which has high practical 

value and can be applied to the automatic ticketing system. 

Keywords—Automatic ticketing system; BP; CNN; deep 

learning; face recognition; SphereFac； SoftMax classifier 

I. INTRODUCTION 

Face authentication does not require physical contact with 
other systems, has a high false acceptance rate and false 
rejection rate, and can minimize errors [1]. Because of these 
unique characteristics of face recognition systems, it is 
considered one of the effective methods of data protection. 
Face recognition technology is widely used in many fields 
such as security, medical care, education, etc., and face 
recognition is required in various social places, which is very 
important for security, transportation, etc. [2]. Face 
recognition is mainly divided into appearance recognition and 
feature recognition. By extracting facial features, it is judged 
whether it matches the face information in the image or video 
stream, to identify the identity [3]. However, in the real 
environment, face recognition technology will be affected by 
posture, gender, lighting, and other conditions, so it is 
necessary to improve and optimize the method to improve 
face recognition’s accuracy [4]. Changes in head posture will 
bring challenges to face recognition technology, and an 
unconstrained environment will increase the difficulty of face 
recognition in the field of human-computer interaction. 

Researchers designed a tool to collect key pose samples from 
face datasets and then identify changing head poses through 
cascaded convolutional neural networks [5]. With the 
continuous development of society, people have higher and 
higher requirements for travel quality. Face recognition 
technology can help people save time cost of transportation. In 
the subway automatic ticketing system, fast ticket purchases 
can be realized by scanning the face. The application of face 
recognition technology has significantly improved the service 
efficiency and quality of the subway ticketing system. Due to 
factors such as the new crown epidemic, wearing masks for 
self-protection in public places is necessary, which makes the 
face recognition technology of the automatic ticketing system 
of the subway more difficult. As an important factor, the 
occlusion problem can affect the accuracy of facial landmark 
detection in face recognition, and the occlusion of the face 
affects the application of face recognition [6]. To improve the 
face recognition technology of the subway automatic ticketing 
system, the neural network was optimized in this experiment, 
and the accuracy of the face recognition system was improved 
through deep learning technology, hoping to meet people’s 
travel needs. To improve the face recognition technology of 
the subway ticketing system, the neural network was 
optimized in this experiment. The research content of this 
paper is mainly to optimize the parameters of the SoftMax 
classifier of the convolutional neural network using the Error 
Back Propagation (BP) algorithm, and add a branch structure 
on the basis of the structure of the SphereFace-36 
convolutional neural network to extract the local features of 
the face. Then, based on the improved neural network, the face 
recognition system of the subway ticketing system is 
established. Finally, the performance of the optimized neural 
network and face recognition system is simulated and 
analyzed. It is hoped that the accuracy of face recognition 
system can be improved through deep learning technology to 
meet people's travel needs. 

II. RELATED WORK 

In promoting the development of machine learning and 
deep learning, the application of CNN plays an important part 
and can reduce the complexity of feedback nerves. With 
in-depth research of scientific research, CNN has been 
continuously optimized and improved, and it has been 
effectively applied in various fields such as medicine, 
autonomous driving, and face recognition. In the technical 
research of heartbeat detection in the medical field, Chandra B 
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et al. applied a convolutional neural network for multimodal 
data analysis, and CNN can effectively improve the robustness 
and accuracy of heartbeat detection [7]. In disease 
classification, the bilateral CNN method can effectively 
distinguish dystrophic scoliosis from non-dystrophic scoliosis. 
This method has good classification accuracy, has strong 
application value, and provides a great deal for clinical 
diagnosis. Good technical support [8]. O Elharrouss and other 
scholars cascade the CNN technology, perform pose 
estimation, face segmentation, and recognition through three 
CNN models, and realize face recognition from the left, front 
and rear directions of the human face. The model training 
results show that the new model has high robustness [9]. As 
one of the ways of people’s daily communication, image data 
shows explosive growth with network technology’s 
continuous development. Machine vision is based on image 
recognition. CNN can perform feature extraction and 
recognition of image information, thereby extracting and 
analyzing different images. However, when recognizing face 
images, CNN may lose some image feature information 
during propagation and computation, and the multi-level 
information fusion method can further recover the information 
lost in CNN propagation and computation [10]. SoftMax 
classifier is the main technology of convolutional neural 
network to realize feature classification. The enhanced 
algorithm based on SoftMax classifier can effectively improve 
the accuracy and processing time of face recognition [11]. BP 
algorithm can be used to train artificial neural network to 
realize face recognition process. To improve the performance 
of face recognition system, artificial neural network is 
combined with the famous meta heuristic optimization 
algorithm, namely harmony search algorithm (HSA) [12]. 
Genetic algorithm, particle swarm optimization algorithm, etc. 
are heuristic algorithms, which can effectively solve the 
combination problems by examples. In recent years, 
researchers have obtained meta heuristic algorithm by 
combining random algorithm with local search algorithm. This 
algorithm can explore the solution space more thoroughly, so 
as to obtain a better solution. For example, Dwarf Mongoose 
Optimization Algorithm [13], the arithmetic optimization 
algorithm [14], Reptile Search Algorithm (RSA) [15], and 
other optimization algorithms are all improvements to 
heuristic algorithms, which can be independent of problems. 
Although meta heuristic algorithm has certain advantages, its 
intrinsic parameters still need to be adjusted and further 
studied in order to make the technology better used for 
problem solving. 

Led by the rapid development of computer science and 
other fields, face recognition technology has become 
increasingly sophisticated and perfected. In various industries 
and fields, face recognition technology has been well applied. 
For example, based on face recognition technology such as 
neural networks and UAV, the online attendance system for 
students in the education industry is designed, and the research 
on the estimation of long-distance absolute distance and target 
tracking of face recognition technology is designed [16-17]. 
Some literature has conducted in-depth discussions on the 
lateralization of face recognition. The study believes that 
although the left hemisphere has achieved language evolution 
and is also the realization area of facial recognition, there is no 

evidence that the right hemisphere does not correlate with face 
recognition [18]. Image feature extraction is a key technology 
for face image classification in face recognition systems. Nejrs 
S et al. applied two-dimensional discrete Fourier transform 
technology to face image classification. The performance 
difference comparison method based on the correlation 
coefficient is effective. The classification accuracy of the 
target image reaches more than 90%, which proves that the 
classification result of the new model method is accurate [19]. 
Face recognition technology includes the recognition of facial 
expressions, and some scholars use machine learning 
algorithms to optimize face recognition technology. By using 
the gradient direction histogram to collect facial emotion data, 
and then applying the fast learning network algorithm to 
classify the extracted features for facial emotion recognition, 
the recognition of people’s facial expressions and emotions is 
realized [20]. CNN is an efficient and accurate technical 
method in face recognition method and has high robustness 
[21]. To improve the distinguishing degree of feature 
extraction in face recognition technology, researchers use the 
optimized loss function to train the existing neural network 
and use the multi-action form supervision force to supplement 
the origin loss, which promotes the feature learning of face 
recognition [22]. Face recognition technology is easily 
affected by factors such as illumination and environment, 
which reduces the accuracy of face recognition. Chen C et al. 
proposed to use the fuzzy discriminant analysis method to 
establish a face recognition system, which can reduce the 
influence of the environment on the face recognition 
technology to a certain extent. This method calculates the 
fuzzy membership degree of the sample, calculates the fuzzy 
mean value, and then establishes a new model to achieve face 
feature extraction [23]. Some scholars have established a face 
beauty prediction model with a simple structure and suitable 
for embedding in small devices. The model uses CNN 
technology to extract facial features and expands the face 
database to predict facial beauty [24]. 

Facial sign detection is an important step in face 
recognition technology. Under the influence of the COVID-19, 
masks have become a necessity for people's daily travel, and 
mask occlusion has brought challenges to facial sign detection. 
Based on the above research, it can be seen that CNN 
technology has a good application effect in face recognition 
technology. At the same time, in order to improve the 
efficiency of CNN face recognition, other methods can be 
introduced to optimize the parameters. In this experiment, BP 
neural network is introduced to optimize the weight matrix 
and bias parameter of SoftMax classifier in CNN algorithm, 
and branch structure is added to the structure of 
SphereFace-36 convolution neural network to extract local 
features of face. It is hoped that the optimization and 
improvement of the method can improve the efficiency of the 
subway ticketing system and provide convenience for people 
to purchase tickets. 

https://xueshu.baidu.com/s?wd=author:(O%20Elharrouss)%20&tn=SE_baiduxueshu_c1gjeupa&ie=utf-8&sc_f_para=sc_hilight=person
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III. FACE RECOGNITION TECHNOLOGY OF SUBWAY 

AUTOMATIC TICKETING BASED ON NEURAL NETWORK AND 

DEEP LEARNING 

A. Face Recognition Technology based on Neural Network 

and Deep Learning 

Due to the impact of the epidemic, people are required to 
wear masks when choosing public transportation, which puts 
forward higher requirements for the face recognition 
technology of the subway ticketing system. The face 
recognition system needs to achieve high accuracy of face 
recognition when ticket buyers wear masks and other facial 
masks. In the existing CNN face recognition systems, the 
extraction of individual facial sign features can improve the 
accuracy of face recognition and better classify features 
[25-28]. CNN is a feedforward neural network model, and 
convolutional neural networks can be used to detect targets in 
face recognition technology. CNN can repeatedly cut the 
target image through different sliding windows and then 
perform feature extraction and recognition. The CNN network 
layer includes three network layers: convolutional layer, 
downsampling layer, and fully connected layer. The weight 
matrix W and bias term b parameters in the convolutional 
layer need to be trained and learned, and formula (1) is the 
calculation formula of convolution. 
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i in formula (1) represents the ith parameter, jth parameter 
is represented by j, and the samples’ total number is 
represented by m. The subsampling layer can use a nonlinear 
downsampling method to reduce the amount of input data, 
thereby the feature map’s scale is reduced without affecting 
the feature extraction of the target. If the size of uniform 

sampling is 
1 2S S , then the convolution formula (2) can be 

obtained. 
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(2) 

As a CNN classifier, the fully connected layer can be 
implemented by convolution operations in practical 
applications, and is widely used in deep learning network 
models, but there is also the problem of parameter redundancy. 
When performing multi-classification, the SoftMax 
multi-classification layer is added to the convolutional neural 
network. Assume that the training set sample

(1) (1) ( ) ( ){( , ),..., ( , )}m mT x y x y , which ( )ix  represents the 

sample i, 
( )iy

 
is the label of the sample. For the training set T, 

the SoftMax classifier can determine the category of the 
samples in it. In the case of rule restrictions, the probability 

( ),( 1,.... )P y j x j k  of converting to the kth sample is 

calculated by the formula, and then the sample category is 
calculated for face recognition, and the calculation formula of 
SoftMax can be obtained, see formula (3). 
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representation learning parameters in Eq. 

(3). The network model is continuously trained in the data set 
T, and the optimal one is obtained through iterative calculation 
and fitting  . Formula (4) is the loss function used in the 

training. 
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In the formula (3), 1{ }y j  means that its value is 1 in 

case of y j , and 0 in case of y j . By calculating 

network prediction and real value’s error, the loss function’s 
value can be obtained and the optimization process of the 
neural network can make the loss function minimize. The 
direction of signal transmission is forward, and the 
propagation direction of the error is opposite to it, which are 
BP’s characteristics. The parameters’ reverse adjustment in the 
network layer can be achieved by BP. Fig. 1 shows the BP 
network’s structure. 
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Fig. 1. Structure diagram of BP neural network 

Through the continuous adjustment of the network weights 
in the BP neural network, the final network output close to the 
expected output can be obtained, that is, the error between the 
network prediction result and the given label is continuously 
reduced. Assuming that there are a total of n samples with a 

given label in the training set 
1 1 2 2{( , ),( , ),...., ( , )}n nx y x y x y , 

the neural network’s training method is gradient descent. The 
variance loss function of the model is shown in formula (5) for 

the samples ( , )i ix y
 

in the training set. 
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In formula (5), w represents the weight and b represents 
the bias. The variance loss function can calculate the error, 
which can be used to evaluate the convergence situation. The 
loss function of n samples can be derived by formula (6). 
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  (6) 

In formula (6), i represents the ith parameter, j represents 
the network layer unit of the previous layer, l represents the lth 
layer of the neural network, and S represents the variance. The 
parameters  are introduced to adjust the loss value of the 

variance loss function and the proportion of the attenuation 
term. In the process of BP neural network training, it is 
necessary to continuously fine-tune the size of parameters w 
and b. The derivation formula of parameter w is shown in 
formulas (7) and (8). 
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In formula (7),   denotes the learning rate, and the step 

size of gradient descent can be controlled by adjusting the 
learning rate. The derivation formula of parameter b is shown 
in formula (8). 
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Through formulas (7) and (8), the partial derivatives of all 
sample parameters w and b can be deduced, and the formula 
for partial derivatives of all sample parameters w is shown in 
formula (9). 
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The partial derivative formula of all sample parameters b 
is shown in formula (10). 

( ) ( )
1

1
( , ) ( , ; , )

n

i il l
iij ij

L w b L w b x y
nb b

  
  

   
  (10) 

In the BP neural network, according to the input sample 
signal of forward propagation, the two parameters of weight 
and bias are randomly initialized, and the loss value is 
calculated. The partial derivatives of the optimization function 
to the neuron weights in the neural network of each layer can 
be obtained in the process of backpropagation, to obtain the 
error signals of all neurons, as the basis for modifying the 
parameters w and b. Through the construction of a multi-layer 
neural network, the basic neural network can be continuously 
developed to form deep learning. In the field of image 
recognition, underlying features of the image can be detected 
by deep learning in the low-level neural network layer, then 
integrate and abstractly combine to generate the corresponding 
high-dimensional image features, and finally realize the 

classification of high-dimensional features at the top layer. 
When the deep neural network propagates forward, the 
corrected weight value and bias value of the neural network 
can be obtained by calculating the error, and then the weight 
and bias item are corrected by backpropagation. 

B. Face Recognition Technology for Subway Automatic 

Ticketing based on Neural Network and Deep Learning 

The application of face recognition technology in many 
scenarios is limited by many conditions, and the clarity of 
photos is one of the limiting factors. In the actual subway 
automatic ticketing face recognition scene, the face 
recognition technology will reduce the accuracy of face 
recognition due to the influence of masks, glasses, hats, and 
other obstructions, expressions, light, and other factors. To 
make the robustness of the face recognition technology for 
subway ticket vending improve, CNN was optimized in this 
experiment. A branch structure was added to the structure of 
SphereFace-36 to get the face’s local features. Fig. 2 shows 
the network structure after the fusion of local features and 
global features. The resolution of facial details can be 
improved after local and global features are fused. 
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Fig. 2. Structure diagram of a network 

One branch in the network structure diagram is the 
SphereFace-36, which can get the face’s global features, and 
the other branch divides the feature image into upper and 
lower parts, which can get the face detailed features. The loss 
functions applied in these two branch network diagrams are 
CA-SoftMax (Center Angular SoftMax Loss) and SoftMax 
Loss respectively. In the original SoftMax Loss, it needs to be 

satisfied 1 2

T Tw x w x , ie 1 1 2 2cos( ) cos( )w x w x  . To 

achieve the effect of increasing the distance between classes, 
the variable m was added in this experiment to strictly limit 
the decision boundary of the classification, see formula (11). 

1 1 2 2cos( ) cos( )w x m w x 
 

(11) 

In the range of [0, π], since the cos function decreases 
monotonically, the larger the value of variable m is. Under the 
condition that and x are unchanged, when the classification is 

correct, the smaller the angle of 
1 , the smaller the angle 

between the sample feature vector and 
1w , increase the 

distance between classes. The separability of the feature angle 
is a key part of Angular SoftMax Loss, and weight 
normalization can improve the separability of samples. After 
the parameter w is normalized by the weight, the value is 1, 

that is 1iw  , the bias term b is 0, and formula (12) is the 

loss function. 
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  In Angular SoftMax Loss, the expression effect of facial 
features can be improved, but the convergence speed of the 
function is slow during training, and it is easy to fall into a 
local minimum. The experiment updated the weights in 
Angular SoftMax Loss, that is, the sample center, named 
CA-SoftMax Loss. In formula (13), at time t+1, the expected 
weight value is the mean value of all sample features and their 

weight values that conform to 
iy j  at time t. 
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The mean value of Euclidean distance is approximately 
equal to the mean value of angular distance after weight 
normalization. The updated value of the sample center can be 
obtained by formulas (14) and (15). 
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To control the step size of the sample center update, a 
parameter is introduced during the update  , and it is set to 

0.5, which achieves the purpose of preventing the jitter of the 
class center, see formula (16). 
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(16) 

Based on neural network and deep learning, the face 
recognition system of subway automatic ticketing was 
designed and developed in the experiment. The process flow 
of the face recognition system is shown in Fig. 3. The overall 
framework of the system includes four modules: video image 
acquisition, face detection, normalization, and face 
recognition. The system needs to perform face registration 
first, and then extract the face features, and then save the 
acquired information and features into the database. When 
performing face recognition, it should extract the face 
information and features in the video and make it compared 
with the database’s information and features to determine 
whether they belong to the same person. 
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Fig. 3. Flow chart of face recognition 

IV. SIMULATION ANALYSIS OF FACE RECOGNITION SYSTEM 

FOR SUBWAY AUTOMATIC TICKETING 

To improve the classification performance of the improved 
CNN, the improved method is trained in the BLUFR general 
data set, and the training is completed in the training set and 
the test set respectively. It can be seen from Fig. 4 that the 
accuracy rate of the optimized CNN model tends to be stable 
when it is trained to about 8000 times. The final accuracy rate 
in the training set is 98.5%, and the final accuracy rate in the 
test set is 97.6%. The loss function value of the optimized 
CNN model tends to be stable when it is trained to about 5000 
times. The loss function value in the training set is 0.09, and 
the loss function value in the test set is 0.18. It shows that the 
optimized CNN model can get higher accuracy and lower loss 
function value after training, and the algorithm has better 

performance. 

In the process of neural network training, each weight 
value needs to be assigned in advance, that is, weight 
initialization. The method of weight assignment is very 
important to the convergence speed of the neural network 
model and the performance of the model. In this study, the 
original Angular SoftMax Loss has been updated with weights, 
and the form of the original function has not been changed. 
The weights can be updated faster and more efficiently after 
the weights are updated. In the data set WebFace, the loss 
function in the face recognition system is compared, and 
SphereFace-36 is selected as the test neural network, the 
parameter settings are consistent, and the initial learning rate 
is 0.01. The difference between the optimized CA-SoftMax 
Loss and the original loss function is shown in Fig. 5. 
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Fig. 4. Performance verification diagram of improved CNN model 
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From Fig. 5, the initial Loss value of the optimized 
CA-SoftMax Loss and Angular SoftMax Loss is about 9.2. 
With the iterations number and pictures number increased, the 
Loss value decreases rapidly. The optimized CA-SoftMax 
Loss converges faster than the original Angular SoftMax Loss 
loss function, and the Loss value does not change or increase 
abnormally due to network gradient dissipation or gradient 
explosion during the descent process. In the experiment, we 
chose to test the model accuracy in the BLUFR general data 
set, LFW general data set, AgeDB-30 general data set, CFP-FP 
general data set and YTF general data set, and compared 
SphereFace-36, Caffe-Face, and optimization. The verification 
rate and recognition rate of the post-branch network structure 
are shown in Fig. 6. 

Fig. 6 (a) and Fig. 6 (b) are the validation ROC curve and 
the identification ROC curve of the validation model, 
respectively. The area under the optimized branch network 
structure verification ROC curve and identification ROC 
curve is higher than that of the SphereFace-36 and Caffe-Face 
models, indicating that the optimized network structure 
proposed in this experiment has a better Good face recognition 
effect. In BLUFR general dataset, LFW general dataset, 
AgeDB-30 general dataset, CFP-FP general dataset and YTF 
general dataset, SphereFace-36, Center Loss, Angular 
SoftMax Loss, Caffe-Face. In this experiment, the 
optimization model is used to compare the algorithm 
recognition performance, and the results are shown in Table I. 

The "-" in Table I indicates that the algorithm has not been 
tested for recognition performance in the corresponding 
dataset. It can be seen from the results in different datasets that 
the accuracy of the basic SphereFace-36 algorithm is lower 
than that of the optimized network model. In the BLUFR 
dataset, LFW dataset, AgeDB-30 dataset, CFP-FP dataset, and 
YTF dataset, the recognition accuracy of the optimized model 
is improved by 1.0%, 0.7%, 1.1%, 0.9%, and 0.6%, 
respectively. The evaluation indicators of the performance 
comparison in the experiment selected the true rate, false 
positive rate, prediction accuracy rate, and average accuracy 
rate, respectively in the BLUFR general data set, LFW general 
data set, AgeDB-30 general data set, CFP-FP general data set 
Compared with the YTF general data set. Table II shows the 
test results of SphereFace-36 and the optimized model in this 
experiment. 
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Fig. 6. ROC curve 

TABLE I.  ALGORITHM PERFORMANCE CONTRAST 

Method BLUFR LFW AgeDB CFP YTF 

SphereFace-36 98.70% 93.25% 94.33% 92.01% 95.17% 

Center Loss 98.31% 93.01% - 92.57% 93.62% 

Angular SoftMax Loss 98.12% - 93.58% - 94.83% 

Caffe-Face 99.13% 92.87% 94.27% 92.33% 95.10% 

This paper 99.70% 93.95% 95.43% 93.11% 95.77% 

TABLE II.  INDEX COMPARISON RESULTS 

Data set Method True positive (%) False positive (%) 
Prediction accuracy 

(%) 
Average accuracy 

(%) 

BLUFR 
SphereFace-36 84.84 9.79 90.59 87.87 

This paper 93.93 4.04 96.85 94.94 

LFW 
SphereFace-36 83.14 9.60 88.78 86.11 

This paper 92.05 3.95 94.92 93.04 

AgeDB-3
0 

SphereFace-36 78.98 9.12 84.34 81.80 

This paper 87.44 3.76 90.17 88.38 

CFP-FP 
SphereFace-36 86.88 10.03 92.78 89.98 

This paper 96.19 4.13 99.19 97.22 

YTF 
SphereFace-36 84.84 9.79 90.59 87.87 

This paper 93.93 4.04 96.85 94.94 

From Table II, in BLUFR, LFW, AgeDB-30, CFP-FP, and 
YTF general data set, the true rate of optimizing the branch 
network structure is 93.93%, 92.05%, 87.44%, 96.19%, 
93.93%. In the BLUFR general dataset, the LFW general 
dataset, the AgeDB-30 general dataset, the CFP-FP general 
dataset, and the YTF general dataset, the false positive rates of 
the optimized branch network structure are 4.04%, 3.95%, 
3.76%, and 4.13%, 4.04%, respectively. In BLUFR, LFW, 
AgeDB-30, CFP-FP, and YTF general data set, the prediction 
accuracy of optimized branch network structure is 96.85%, 
94.92%, 90.17%, 99.19%, 96.85%, respectively. In the 
BLUFR general dataset, the LFW general dataset, the 

AgeDB-30 general dataset, the CFP-FP general dataset, and 
the YTF general dataset, the average accuracies of optimizing 
the branch network structure are 94.94%, 93.04%, 88.38%, 
97.22%, and 94.94%, respectively. In each general dataset, the 
true rate, prediction accuracy, and optimized network model’s 
average accuracy are higher than those of the basic 
SphereFace-36; in each general dataset, the false positive rate 
of the optimized branch network is lower than that of the basic 
SphereFace-36. In Fig. 7, the sensitivity and specificity of the 
basic SphereFace-36 and optimized network models are tested 
on the BLUFR general dataset, the LFW general dataset, the 
AgeDB-30 general dataset, the CFP-FP general dataset, and 
the YTF general dataset. 
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Fig. 7. Comparison results of sensitivity and specificity 

Fig. 7 describes the comparison results of specificity and 
sensitivity between the basic SphereFace-36 and the optimized 
network model. In terms of specificity, the specificity of the 
optimized network model is higher than that of the basic 
SphereFace-36, and the difference can be up to 9 %. When the 

complexity of the data is low, the specificity of the optimized 
network model is significantly higher than that of the basic 
SphereFace-36; as the complexity of the data increases, the 
specificity gap between the basic SphereFace-36 and the 
optimized network model gradually narrows. In the sensitivity 
comparison of the methods, when the data complexity is low, 
the difference between the basic SphereFace-36 and the 
optimized network model is not significant, but as the data 
complexity increases, the optimized network model’s 
sensitivity declines significantly less than the basic one. Fig. 8 
shows the global feature recognition and extraction effects of 
different methods. Two sample images are chosen to optimize 
network model and the basic SphereFace-36 global feature’s 
performance comparison. 
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Fig. 8. Test results of global feature recognition and extraction 

From Fig. 8, in the global feature extraction and 
recognition test of the two sample images, the optimized 
network model proposed in this experiment recognizes the 
number of feature points and the accuracy rate is higher than 
the basic SphereFace-36. Among them, the average accuracy 
rate of the optimized method is 83.01%, and basic 
SphereFace-36’s average accuracy rate is 67.98%. The above 
results can show that the optimized network model has higher 
performance in global feature extraction and recognition of 
face images performance. 

V. CONCLUSION 

In the results of this research on face recognition 
technology, the area under the ROC curve for verification and 
recognition of the optimized model is the highest; The 
recognition accuracy of the optimized model in different data 
sets is 1.0%, 0.7%, 1.1%, 0.9% and 0.6% higher than that of 
SphereFace-36 respectively, and its specificity is higher than 
that of SphereFace-36, with the maximum difference of 9%. 
The average accuracy of global feature extraction and 
recognition of the optimized network model is 83.01%. The 
results show that the optimized method can accurately 
recognize facial features, and has high practical value, which 
can be applied to the automatic ticketing system. In a word, 

the improved method has good performance and plays a 
positive role in the establishment of face recognition system. 
Although the face recognition technology in this study has a 
good recognition effect, the running time of the algorithm is 
relatively long in the experimental process, which affects the 
running speed of the algorithm. In the later research, it is 
necessary to further improve the optimization of parameters. 
In addition, in actual application scenarios, face recognition 
may be affected by environmental factors, resulting in the 
inability to recognize low resolution faces. Therefore, in 
subsequent research, specific analysis of problems in the 
actual scene is required to improve the performance of face 
recognition technology. 
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