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Abstract—Recently, the number of different kinds of events on social media platforms show a tremendous increase in each second. Hence, event detection holds a very important role in the current scenario. However, event detection is challenging in information technology (IT). Several machine learning-based approaches are established for the event detection process, but it generates a high error and makes various information loss, affecting the system’s performance. Thus, the proposed work introduces a new detection strategy based on a deep learning architecture. In this, both text and image data are utilized for event detection. The different procedures for image and text databases are pre-processing, extraction and classification. The text data is pre-processed using four methods: lower case filter, tokenization, stemming, and stop word filter. An adaptive median filter (AMF) is utilized for pre-processing the image data. After the pre-processing stage, feature extraction is performed for text and image-based data in which most useful features are extracted. Finally, the varied events are detected and classified using the proposed Deep Compressed Convolutional Neural Network (DCCNN). The entire work is implemented using the PYTHON platform. The efficiency of the proposed model is measured by evaluating the performance metrics such as accuracy, recall, precision and F-measure. The simulation validation exhibits that the proposed classification method attains an improved accuracy of 97.1%, obtained precision is about 95.06%, recall value is 91.69%, and f-measure is 93.35%. The efficacy of the proposed deep learning method is proved by comparing the attained results with various state-of-the-art techniques.
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I. INTRODUCTION

In digital societies, the demand to express oneself and communicate with others is becoming more prominent. In many sectors of smart societies, this is being accomplished through digital platforms such as social media, which have increasingly become easy and inexpensive sensors compared to physical sensors [1-3]. The term “big data” is used to demonstrate the trend of data explosion. Many research and surveys try to describe what big data means. Each work put forward a variety of viewpoints in terms of background, opportunities, applications, and challenges. Digital data, created by many digital devices, rises at breakneck speed [4-6]. The McKinsey Global Institute (MGI) offered a detailed analysis of big data in terms of three various parameters such as innovation, competition and productivity. Different ML techniques show better results in big data processing applications from the last decades. Also, the ML approaches provide improved detection results in road traffic applications [7] as the size and number of data generated increase daily, handling these data using traditional learning methods is very difficult.

Data generated by social media users is massive in volume, rapidly expanding, diverse in nature, and variable quality. These are the most important elements that define big data. Because of its immense popularity, the subject of event detection has recently drawn the attention of researchers. The big data age has arrived due to the abundance of data in virtually every area of our society [8-10]. It is a hot topic that affects many facets of our lives. Twitter has been used as a valuable data source in various situations [11, 12]. There has been a growing body of research on using Twitter as a sensor for traffic monitoring, flow forecasting, congestion prediction, and incident detection in recent years. These techniques have a lot of promise in this field. Event recognition from unstructured, quickly developing tweets is a difficult task from data mining. Many existing works developed different approaches for twitter-based event detection [13-15]. The volume, pace, variety, and authenticity of Twitter data are all hallmarks of big data. As a result, managing and analyzing Twitter data for event detection is a huge difficulty. Deep learning uses a vast amount of data to learn how features behave during training and predicts the class of data that has never been seen before. The proposed approach will be processed on both text and image datasets to analyze and improve the performance.

Event detection is a significant area in fundamental language processing that mainly focuses on automatic event prediction [16]. Generally, events are the particular actions performed in a certain period. The events are mainly represented in varied lengths of expressions from the collections of text documents. The certain event detection is based on the features, and the particular data are extracted from the text [17]. The detection and classification of events in texts and images play an important role in several applications. An effective event detection helps to analyze which event has occurred. Various techniques have been developed for event classification in the past few years. Some of the classification approaches are failed to classify the exact events because of the high computational complexity. Mainly, most traditional approaches are not suitable for high data dimensionality. Also, the classification performance model is affected due to the large over fitting issue.
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Moreover, the existing works are troubled to process two different data types like image or text. Hence, event detection with text and image data is difficult in image processing. Thus, an effective methodology for accurate event detection and classification in image processing is necessary. Nowadays, deep learning approaches play a significant role in event classification and also it is highly appropriate for big data applications [18-20]. For this reason, the proposed work concentrates on deep learning techniques for event detection and classification using text and image-based data.

A. Motivation

Event detection using big data plays a very important role in a wide variety of applications. Many researchers use a wide variety of strategies to detect big data events. This work introduces a new deep learning-based technique for the efficient detection and classification of events. The prevalence of big data creates several challenges for the usual feature selection task. Scalability and stability are two issues in feature selection for big data analytics. A minimum amount of work can be done to detect events using Twitter. Big data techniques are critical since they allow for the system’s scalability in data analytics and control.

DL can improve the accuracy and efficiency of the event detection process, which would be extremely beneficial. Unsupervised feature learning approaches and deep learning have been widely deployed for image and text applications. These strategies have shown a lot of promise in these domains for autonomously expressing the feature space using unlabelled data to improve the accuracy of subsequent classification tasks.

B. Contribution

The main contributions of the work are summarized below.

- To achieve an efficient event detection process using a compressed deep learning architecture, named deep compressed convolutional neural network.
- To implement the event detection approach for both image and text data, also improvise the overall performance.
- To utilize efficient text and image data pre-processing approaches to get accurate results for the event detection process using big data.
- To evaluate the performance of the event detection using statistical measures such as accuracy, recall and f1-score, and compare it with the existing performance.

C. Organization

The concept is briefly explained in Section I. Some of the recent related work is explained in the Section II. The proposed event detection approach is elaborated in Section III. The implementation results and the dataset description are provided in Section IV. Finally, the conclusion and future scope are provided in Section V.

II. RELATED WORKS

Some of the existing works carried out on event detection using different approaches are discussed below.

Cherichi et al. [21] developed a real-time event detection methodology using big data analytics in microblogs. In this existing work, a new metric is developed to enhance the outcome of microblogs searches. Here, the system is processed by executing five modules: lexical analysis, morphological analysis, syntactic analysis, extraction and interpretation module. Initially, the tweets are pre-processed by performing tokenization, splitting the sentence and normalization. After the completion of the processing stage, feature extraction is enabled. The feature extraction is performed with the assists of Natural Language Processing (NLP) by integrating the author’s relevance, content relevance, and the relevance of the tweet. Finally, the event information is interpreted in the last stage. The established technique depends upon the framework of temporal marker classes and the contextual searching approach. A knowledge management system is constructed for measuring the developed approach. This existing work cannot obtain better results because of the high correlation between event information in tweets.

Yadav et al. [22] developed signal energy transformations for analyzing various events in real-time. A synchrophasor data is utilized for detecting multiple events in power systems. The events are detected using the Teager-Kaiser energy operator (TKEO) approach. The mentioned technique is also responsible for temporal localization. This approach is invulnerable to large amplitude oscillation in the data, and it provides the extent of time resolution. The events are classified by introducing an energy similarity measure (ESM) to differentiate the events with improved accuracy performance. This developed model categorizes different events with unequal severity and reduced time gaps. For real time, this approach utilizes only 10 samples of data windows. Hence, this technique is appropriate for sensing the events in power systems with better reliability. But, it faces increased computational complexity, which can disrupt the system’s entire performance.

Wang et al. [23] established an extended R-FCN model for event detection based on audio. The developed framework involves two phases for event prediction. Initially, the convolutional kernels in the time axis are slide to identify the presence of audio events. Then, the proposals which feasibly involves audio events are produced by utilizing region proposal networks (RPN). In the next phase, the domain: frequency and time are combined with categorizing the proposals, and the boundaries are refined. This developed approach utilizes spectrogram features from the audio signals as the input. This existing work uses ResNet50, ResNet101 and enhanced ResNet50 methods to make real-time outcomes. This approach helps to make the system process easier. The accurate position of the audio event is detected at first, and it cannot consider the event class of audio in the initial phase. Therefore, it generates a binary classification issue. Thus, the process is turned into the second phase in which the proposal is classified, and the boundaries are refined. The developed
approach is better for event detection, but it is computationally expensive.

Zhang et al. [24] suggested a deep learning-based approach for detecting events with images and text from social media. This existing study develops an approach named collective action events from social media (CASM). The main intention of this model is to detect the collective action events utilizing the data from social media. Both image and text data are used for the event detection process. For processing the image data, a convolutional neural network (CNN) is utilized, and for text data, a recurrent neural network (RNN) with long short-term memory (LSTM) is used. This study uses a two-stage classification model for social media posts event prediction. The developed CASM is executed on Chinese social media data and detects numerous action events from 2010 to 2017. This deep learning approach provides better classification results in event detection for image and text-based data.

Chen et al. [25] developed a semi-supervised deep learning approaches for traffic event detection using multi-modal data. For traffic event detection, the suggested work uses big data applications. The input data is encoded into numerical vector forms using feature learning components in multi-modal data. The multiples of data are processed simultaneously in a neural network and combine the features of each varied form of input data. The experimental results represent that the suggested technique is not suited for different classes of events. Also, this approach takes high learning time in the training process.

Alomari et al. [26] introduced a new approach for road event detection. This paper also put forward a new and efficient big data tool named Iktishaf. It is developed with the help of Apache Spark to detect events related to traffic data. This existing study develops several classifiers using three ML technologies to detect eight different kinds of events. The classifiers were tested against a variety of criteria and other sources. Text pre-processing, event detection, and feature space are all improved with Iktishaf Stemmer. The pre-processing phase minimizes the grammatical errors and mistakes in an Arabic dialect text. Also, this stage diminishes the noises and typos in the input data. Tokenizer and normalizer are performed to improve the data quality in the initial stage. The features are extracted from the pre-processed data using the term frequency-inverse document frequency (TF-IDF). In the end, the event is classified by using the tweets filtering component (TFC). This study faces reduced accuracy, scalability, functionality, and data management issues. Thus, developing an effective technique for event detection is important for obtaining better outcomes.

A. Research Gap Analysis

As surveying several existing works, event detection in image processing is critical for various techniques. Many of the previous works are not applicable for multi-modal applications in big data. In some cases, the traditional approaches fail to perform in large data dimensionality and make the system performance a minimum. The popularity of big data creates several challenges for the usual feature selection task. Scalability and stability are two issues in feature selection for big data analytics. A minimum amount of work can be done to detect events using Twitter. The techniques for detecting events must be exact. The retrieved data must be accurate in order to make better decisions. But many of the existing systems provide less accuracy for event detection procedures. Another limitation of the existing methods is difficulty in the run time and computational complexity. Also, these works utilized only one type of data. The previous techniques did not provide better results for event detection using text and image data. The effective event detection technique has not yet been developed to support multiple input data. So it is better to use multiple types of data to show the method's efficiency. Big data techniques are critical since they allow for the system's scalability in data analytics and administration. Numerous works use big data to detect events. However, several of the studies focused solely on text data. As a result, this research considers both image and text data.

III. PROPOSED METHODOLOGY

Event detection using big data holds a very important role in several applications. This work introduces event detection by the Deep compressed Convolutional Neural network (DCCNN). Here, utilizing both text and image data for processing the event detection approach. Different stages include pre-processing, feature extraction, and classification in-text data processing. The workflow of the proposed approach is shown in Fig. 1.

The different pre-processing steps are tokenization, lower case filter, stop word filter and stemming. Then, feature extraction is done. For the text analysis to be perfect, feature extraction needs to be done, making the process easier. It helps to accurately deduct the data from the vast dataset without losing important information. The speed of the processing technique is increased due to the feature extraction stage. Here this process is achieved with the help of glove and feature hashing approaches. Finally, the classification of text data is carried out with the help of DCCNN. Next is image data processing. Initially, the image data is forwarded for the pre-processing stage to remove noise and other redundant information.

An adaptive median filter is used for noise removal. Then, morphological operations such as erosion and dilation are applied for removing redundant data from the image. Then, it is sent to the DCCNN. The proposed DCCNN can perform extraction, selection and classification of image data. This technique is proposed to learn hierarchical features of data from an entire feature extraction technique. This combination makes DCNN input feature reduction (selection) with complexity reduction. While applying compression on DCNN will lead to feature reduction. In this way, the architecture reduction is achieved. This results in lower latency, as well as learning time, becomes faster.
B. Text Data Processing

1) Pre-processing: The initial step considered here is the pre-processing. The data usually contains the presence of noise, redundant data and some other irregularities. Hence it should be pre-processed before extraction. The collected data contains several redundant information as well as noise. Here, four well-known text data pre-processing approaches are utilized: tokenization, lower case filter, stop word filter and stemming. Applying the tokenization procedure, a sentence or a paragraph can be split into smaller units. The stemming process can be applied to effectively reduce words into their stem by chopping off the ends of words and often by removing derivational affixes. Stop words usually indicates the words like ‘a’ ‘an’ ‘the’ ‘in’ etc. and are removed in the pre-processing stage.

2) Feature extraction: The feature extraction (FE) process aims to remove the redundant information from the text data. Here, it is accomplished with the help of glove and feature hashing approaches.

The glove is the method used to represent the words in their vector form. The words are mapped into space to find their vector representation. In this technique, the distance between words is related to semantic similarity. The glove can be explained by considering a matrix of word-word co-occurrence counts \( Y \). The entries \( Y_{ij} \) of the matrix tabulate how many times a word \( i \) occurred in the context of the word \( j \). The number of words that appear in a context \( j \) is denoted by \( Y_j \) and is given by the following expression.

\[
Y_j = \sum_i Y_{ji}
\]  

(1)

The probability of word \( i \) which appears in the context of the word \( j \) is given by,

\[
P_{ji} = P(i \mid j) = \frac{Y_{ji}}{Y_j}
\]  

(2)

Feature hashing (Fh) is considered the simplest technique for FE purposes, and it is also termed a hashing trick. The reduced feature space can be accomplished by simply applying a hashing function in this approach. A second hash function is used here to indicate the sign of the feature set obtained, and it can also be possible to remove the collision of feature vectors. The hashing function applied for FE is shown below.

\[
F_j^{(l)} = \sum_{F \in A_j \cap F^{(i)}} \chi(F_j^{(l)}) \sum_{i=1}^{n(l)} x_i^{(k, A)}
\]  

(3)

Where \( F_j \) indicates the reduced feature vector, and the \( l^{th} \) word is represented using \( F^{(l)} \). The context of \( l^{th} \) word is
indicated using $A_j$. The hashing function is represented using $h$ and the second hashing function is $\chi$. The parameter $n(l)F^l$ is the number of times a word appears. The weighting of the word $A$ based on the word $l$ is represented as $x_i^{l(\chi, A)}$.

C. Image Data Pre-processing

1) Pre-processing: Usually, the image data consist of different irrelevant information along with noises. Hence it needs to be pre-processed to achieve better classification results. In previous studies, several techniques are used to pre-process image data in the event detection mechanism. The proposed work is accomplished with the help of an adaptive median filter (AMF). The AMF approach removes the noise or other redundant information from the image dataset. AMF is considered a very efficient filter for noise elimination as well as it preserves the edges of the image. The AMF mainly works on two stages. In the first stage, AMF identifies the median value for the kernel. In the second stage, AMF checks whether the current pixel is noised or not. If noise is detected, each pixel’s value is replaced with the median values of its neighbourhood, as stated in the equation below.

$$Q(x, y) = \text{median } p(i, j) : (i, j) \in \alpha$$  \hspace{1cm} (4)

Where $(x, y)$ represents the image’s location, and its surrounding neighbourhood points are denoted using $\alpha$.

2) Extraction: The feature extraction stage is an important stage in which the most discriminative information is extracted. This stage aids to improve the classification accuracy of the proposed model. In the proposed work, the image features are extracted with the help of a technique named erosion and dilation. These erosion and dilation are the two basic morphological operators that aim to extract relevant attributes from the image database. It can be achieved by probing the image with another set, known as structuring element (SE) or kernel. This operator provides varied outcomes when executed to binary or grayscale images. In an image, the dilation process includes pixels to the boundaries of objects, while erosion eliminates the pixels on the boundaries of objects. The number of pixels included or eliminated from the image object is based on the element’s shape and size utilized to process the image. Each pixel of an image is minimized by performing the process of erosion. The erosion operators acquire a pair of data as the input, and the SE mentions the accurate effect of the erosion performance on the input pre-processed image. Generally, the dilation process is applied to fill the gaps in the most important pixels, which is useful for classification. The erosion process is utilized to ignore the unessential features of pixels in an image. The extraction of erosion and dilation related features will enhance the classifier’s performance. Let $Er_r(A)$ denotes an erosion of set $A$ by the element $B$, and the expression is given below.

$$Er_r(A) = \{ A | B \_A \subseteq A \}$$  \hspace{1cm} (5)

The dual operator of erosion is termed dilation. The dilation operation can be indicated as $Di_r(A)$, which is caused by the element $B$ on the set $A$.

$$Di_r(A) = \{ A | B \_A \cap A \neq 0 \}$$  \hspace{1cm} (6)

In this process, the features are extracted using morphological operations with the aid of erosion and dilation. This erosion and dilation-based features are fed to the input of the classification stage.

D. Classification

The events are classified with the help of a deep learning architecture termed as deep compressed convolutional neural network (DCCNN). DCCNN can process both image and text data. The architecture of DCCNN is illustrated in the following Fig. 2.

Fig. 2 represents the architecture of the proposed DCCNN. The basic CNN method is considered to be efficient neural network architecture, and it utilizes the spatial properties of the input. In the training process, the input image features are passed throughout the DCCNN structure, and then the weights are updated in the backpropagation. The architecture contains different layers such as the input, convolutional, pooling, compression, and output layers. In the input layer, the image-based features are subjected as the input, and it transfers the input data to the convolutional layers. The convolutional layers can extract different kinds of features from the input images. Moreover, the convolutional layers extract features' large dimensionality from the images. This high dimensionality of features is minimized in the pooling layer. Then, it again transferred to convolutional and pooling layers. In the proposed work, the compression layer is included in the deep CNN technique in order to compress both the features of image and text data. In the compression layer, the features from text data are given as the input. This compression layer provides a compressed output, and it helps to improve the classification accuracy. During the process of training, the image and text-based data are updated. The initial layer of the proposed DCCNN architecture is the convolutional layer, and it contains filters to extract the input features. Initially, the image data is applied at the convolution layer of DCCNN. Hence the applied image data is further extracted with the help of this convolution layer. Let $l = (l_0, l_1, \ldots, l_{n-1}) \in R^n$ be an input vector having $n$ components. The convolutional layer gives an output, $m = (m_0, m_1, \ldots, m_{n-1}) \in R^n$:

$$m_i = \sum_{j \in S_i} s_j l_j$$  \hspace{1cm} (7)
Where weight is represented using $s_j$, and $N_i$ represents indices in the local receptive field at $l_i$. The weight $s_j$ is said to have a constant input of 1. Hence, each output $m_i$ is a weighted sum of neighbours $\sum_{j \in N_i} s_j$ plus constant. Equation (8) is the convolution of $l_i$ using the filtering kernel $s_j$, and rewriting this equation using convolutional operator $\ast$ gives,

$$m = l \ast s,$$

(8)

Where, $s = (s_0, s_1, \ldots, s_{i-1}) \in \mathbb{R}^s$. The convolutional layers use different weight parameters to process input data, and the resulted output is a concatenated vector. Then it is passed to the next layer (i.e., pooling layer). The pooling layer can select the suitable features from the image dataset. Hence this layer can also be termed the feature selection layer of DCCNN. It can have the ability to generate in variance to small transformations, and it divides the disjointed regions having a size of $S \times S$. If the input feature size is applied to the pooling layer is $P \times P$, and the following expression gives the resulting output.

$$E_{\text{pooling}} = \frac{P}{S},$$

(9)

After the pooling/feature selection layer, the compression layer is placed. It is the most important layer in this architecture. The selected image features from the pooling layer are passed to the compression layer, and the processed text features are applied directly to the compression layer. This layer can combine the text and image features related to different events and compress the size of features. The useful features of the compression layer can reduce the computational complexity of the proposed event detection process. This layer forwarded the compressed output to the output layer. This layer usually comprises of softmax classifier. The following equation represents the output of the softmax classifier.

$$S_j = \frac{e^{k_j}}{\sum_{j=1}^{m} e^{y_j}}, \quad k = 1, \ldots, m \quad y = y_1, \ldots, y_m$$

(10)

Where $S_j$ indicates the outcome of the softmax classifier. $l_k$ denotes the factor of the input vector $l$, and $m$ indicates the total number of neurons present in the output layer. This layer is responsible for suitably classifying the events. The output contains both image and text data of the same event. The classification stage of the proposed work is depicted in Fig. 3.

The event detection is achieved with the help of image and text data. The proposed model attains the training accuracy of 80% and obtains the testing accuracy of 20%. The data is forwarded for pre-processing and extraction. Further processing and selection are accomplished with the help of the DCCNN network. It is considered one of the best neural networks for the classification process. Here the convolution layer is utilized for extraction, and the selection is made with the help of the pooling layer. Here a new compression layer is introduced to achieve the efficient result and reduce complexity. The text data is applied directly to the compression layer. Finally, the softmax layer obtains the result, containing a single event’s compressed and combined output.
IV. RESULT AND DISCUSSION

The proposed DCCNN network is evaluated based on image and text data, and it is implemented with the help of the PYTHON platform. Here seven text data and one image data are utilized. The image data is created using the images available on the Internet. The dataset explanation and the evaluation metrics computation are explained in the following sections.

A. Dataset Description

The proposed methodology uses five text databases and one image database. The image dataset is created by using the images available on the Internet. Various kinds of images are available on the Internet, and the images suitable for event detection are collected for the proposed event detection process. The proposed work collects the Internet images related to the environment, transport, geospatial, water, and education. In that, education dataset belongs to 22 images, and the environment consists of 76 images, geospatial has 100 images, transport has 250 images, and water contains 300 images. Among these, 80% of data is used for training and 20% for testing. The text data for the event detection process is attained from the data.world dataset. This dataset contains 127708 different datasets for varied applications like transportation, environment, statistics, atmosphere etc. This dataset has obtained great attention for event prediction in different fields in the past few years. The proposed work gathers the text data from education, transportation, water, geospatial and environment using data.world dataset. The data from both text and image datasets are employed to experiment with event detection in the proposed study. The text data is explained in Table I.

B. Evaluation Metrics

The overall performances of the proposed technique are assessed with the help of various parameters such as accuracy, precision, recall and F-measure. Accuracy is the value close to the true value given by the following expression.

\[
Acc = \frac{Tr_p + Tr_n}{Tr_p + Tr_n + Fa_p + Fa_n}
\]  

(11)

Precision is an important parameter, and it represents the ratio between numbers of positive samples to the total samples. It is computed using the following expression.

\[
precision = \frac{Tr_p}{Tr_p + Fa_n}
\]  

(12)

Recall indicates the ratio between positively classified positive samples and the total number of positive samples can be computed using the following expression.

\[
recall = \frac{Tr_p}{Tr_p + Fa_n}
\]  

(13)

F-Measure generates a single score that accounts for both accuracy and recall concerns in a single number. The expression is given below.

\[
F \text{ measure} = 2 \times \frac{\text{precision} \times \text{recall}}{\text{precision} + \text{recall}}
\]  

(14)

These equations \(Tr_n\) and \(Tr_p\) indicates the number of true negative and true positive values. The parameters \(Fa_n\) and \(Fa_p\) represent the false negative and false positive values.

<table>
<thead>
<tr>
<th>Name of text dataset</th>
<th>Details</th>
</tr>
</thead>
<tbody>
<tr>
<td>Education</td>
<td>This is based on the records obtained in the college of Chicago university and describes the course’s success rate</td>
</tr>
<tr>
<td>Transportation</td>
<td>This dataset comprises the details about the traffic count data.</td>
</tr>
<tr>
<td>Environment</td>
<td>The annual traffic counts conducted at 33 locations across the city cordon created by the Royal and Grand Canals from 2008 to 2012 at 15-minute intervals</td>
</tr>
<tr>
<td>Geospatial</td>
<td>It includes 311 Service Requests in the last 30 days for illegal dumping on public property.</td>
</tr>
<tr>
<td>Water</td>
<td>The data tables summarize the turbidity values, coliform, fluoride and chlorine found at sides in distribution.</td>
</tr>
</tbody>
</table>
C. Evaluation Results

The proposed approach is analyzed on four performance parameters: accuracy, precision, recall, and f-measure. The overall performance of the proposed approach is explained in the following Table II.

Table II indicates the entire evaluation result of the proposed DCCNN based event detection approach. As Table II indicates, the proposed approach is assessed on four statistical measurements: accuracy, precision, recall, and f-measure. Accuracy value generally refers to the obtained value being close to the true value. The obtained classification accuracy of the proposed work is 97.41%. Improved accuracy in the classification approach exhibits that the proposed approach is highly effective for the event detection process. The proposed DCCNN approach attains the precision value of 95.06%, recall is 91.69%, and the obtained F1-score is 93.35, respectively. The simulation results prove that the proposed model is highly applicable for event detection mechanisms. The class-wise comparison of different performances is indicated by the following Table III.

Table III shows the class-wise comparison of the proposed approach. The proposed approach is assessed based on five different events: education, transportation, environment, geospatial, and water. According to the experimental results, the education database has obtained higher accuracy of 99.35%. The proposed framework attains the accuracy for transportation, environment, geospatial, and water are 96.77%, 98.70%, 98.06% and 94.19%, respectively. Compared with other events, an achieved precision performance of the DCCNN approach is minimum for the education database. The transportation database obtains 97.87% of improved precision value. The precision values obtained for education, water, geospatial and environment are 83.33%, 91.80%, 90.47%, and 95.00%. The education database attains 100% of recall performance, and similarly, the environmental and geospatial database obtains the same recall performance of 95%. Using the transportation and water database, the DCCNN methods obtain the recall value of 92.5% and 93.33%, respectively. The environmental database achieves 95% of the F1 score value, and the attained f1-score of education, transportation, geospatial and water databases is 90.90%, 94.845, 92.685 and 92.56%. The graphical representation of the accuracy comparison is shown in Fig. 4.

Fig. 4 is used to illustrate the accuracy performance of the proposed technique, along with a comparison of the existing approach. In Fig. 4, the horizontal axis denotes different existing approaches along with the proposed approach, and the vertical axis indicates the performance results, expressed in percentage. The existing methods used for the comparative analysis are Simple CNN, ResNet50, and DNN. The simple CNN approach is the deep learning approach; the existing CNN approach also improves event detection outcomes. But it faces over fitting problem, and also it suffers from a class imbalance issue, which affects the overall performance. The training process of the ResNet model is not as much better. Also, the DNN model is highly complex to perform event detection in big data. In order to avoid such issues, the proposed work uses the DCCNN model for perfect event detection. The accuracy obtained for the proposed approach is 97.41%. Simple CNN is better than ResNet50 and DNN for accuracy in the existing methods.

<table>
<thead>
<tr>
<th>Sl. no.</th>
<th>Parameter</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Accuracy</td>
<td>97.41</td>
</tr>
<tr>
<td>2</td>
<td>Precision</td>
<td>91.69</td>
</tr>
<tr>
<td>3</td>
<td>Recall</td>
<td>95.06</td>
</tr>
<tr>
<td>4</td>
<td>F1-score</td>
<td>93.35</td>
</tr>
</tbody>
</table>

![Accuracy performance comparison](image-url)

**TABLE II. OVERALL PERFORMANCE**

<table>
<thead>
<tr>
<th>Parameters (%)</th>
<th>Education</th>
<th>Transportation</th>
<th>Environment</th>
<th>Geospatial</th>
<th>Water</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>99.35</td>
<td>96.77</td>
<td>98.70</td>
<td>98.06</td>
<td>94.19</td>
</tr>
<tr>
<td>Precision</td>
<td>83.33</td>
<td>97.87</td>
<td>95.00</td>
<td>90.47</td>
<td>91.80</td>
</tr>
<tr>
<td>Recall</td>
<td>100</td>
<td>92.00</td>
<td>95.00</td>
<td>95.00</td>
<td>93.33</td>
</tr>
<tr>
<td>F1 score</td>
<td>90.90</td>
<td>94.845</td>
<td>95.00</td>
<td>92.68</td>
<td>92.56</td>
</tr>
</tbody>
</table>
Fig. 5 represents the performance comparison in terms of precision. The precision value obtained for the proposed DCCNN based event detection methodology is 91.69%. The Simple CNN approach has a nearly close value to the proposed method in the comparison results. The DNN approach shows the least performance than other methods indicated in Fig. 5. The following Fig. 6 indicates the recall performance comparison.

Fig. 6 illustrates the recall performance comparison of the proposed DCCNN approach with the existing three approaches. The DCCNN method has a recall value of about 95.06%. All other three methods have almost similar performance, among that, Simple CNN shows better performance, and DNN shows the least performance. The following Fig. 7 indicates the f1-score performance comparison.

The performance comparison in terms of f1-score is illustrated in Fig. 7. The corresponding result for the proposed technique is 93.35%. It indicates that the proposed approach is better than all other existing methods. In short, the overall comparison result shows that the proposed approach is better for the event detection process. The graphical representation of class wise performance comparison is shown in Fig. 8.

Fig. 8 represents the performance comparison of different events such as education, environment, geospatial, transport and water. The accuracy of education, transportation, geospatial, environment, and water databases is 99.35%, 96.77%, 98.70%, 98.06% and 94.19%, respectively. It means that this education event showed better performance in terms of accuracy. The precision value for the corresponding events are 83.33%, 97.87%, 95%, 90.47% and 91.80% respectively. Likewise the recall values are 100%, 92%, 95%, 95.5% and 93.33% respectively. The f1-score is also better and the values are 90.90%, 94.84%, 95%, 92.68% and 92.56% respectively. The overall results show that the proposed DCCNN based event detection approach is better than other methods. Table IV represent the overall performance comparison of the proposed approach with previously existing techniques.

The proposed event detection model is compared with previous techniques like simple CNN, ResNet50, DNN. These existing approaches involve drawbacks like over fitting issues, imbalance classification, computational complexity, high processing time etc. Also, many of the conventional approaches are difficult to process in different modalities of data. The proposed work introduces the DCCNN model for event detection and classification by considering these issues in the existing works. This approach provides enhanced event classification results regarding the accuracy, recall, precision and F-measure. The above table reveals that the proposed DCCNN approach is highly effective than the state-of-the-art techniques.
Fig. 8. Performance comparison of different events (a) education (b) environment (c) geospatial (d) transport (e) water.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Accuracy (%)</th>
<th>Recall (%)</th>
<th>Precision (%)</th>
<th>F-measure (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simple CNN</td>
<td>95.87</td>
<td>91.53</td>
<td>86.32</td>
<td>88.85</td>
</tr>
<tr>
<td>ResNet50</td>
<td>92.77</td>
<td>80.93</td>
<td>76.31</td>
<td>78.55</td>
</tr>
<tr>
<td>DNN</td>
<td>89.67</td>
<td>71.06</td>
<td>68.97</td>
<td>70</td>
</tr>
<tr>
<td>Proposed DCCNN</td>
<td>97.41</td>
<td>95.06</td>
<td>91.69</td>
<td>93.35</td>
</tr>
</tbody>
</table>
V. CONCLUSION AND FUTURE SCOPE

Event detection is considered a very important procedure in various fields. Due to its diverse application, much research work exists in this field. Most event detection strategies utilize only one particular type of data (i.e. text or image). Many of the previous traditional approaches are not appropriate for multi-modal input data for event detection. Hence this work put forward a new event detection procedure with text and image data. The proposed event detection framework involves pre-processing, feature extraction and classification. These stages are performed for the input data from the image and text dataset. For pre-processing, the text input data, approaches like tokenization, stop word filter and lower case filter are utilized. Similarly, the image-based input data is pre-processed by using the AMF method. Then, the essential features that smoothen the classification process are extracted in the feature extraction stage. The events from the text and image dataset are classified using the DCCNN model in the last stage. The proposed work is implemented with the help of the PYTHON platform. The evaluation parameters considered are accuracy, precision, recall and f1-score, and the corresponding values obtained are 97.41%, 95.06%/k 91.69%, and 93.35%, respectively. The results show that the proposed approach performs well. In future, we will extend the work with more datasets and improvise the overall performance. Also, the computational complexity of the system will be evaluated, and more parameters to evaluate the system’s performance will be included. Moreover, hybrid optimization algorithms will be introduced to enhance the efficacy of the classification approach.
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