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Abstract—Patient no-show for a booked medical appointment 

is a significant problem that negatively impacts healthcare 

resource utilization, cost, efficiency, quality, and patient 

outcomes. This paper developed a machine learning framework 

to predict pediatric patients' no-shows to medical appointments 

accurately. Thirty months of outpatient visits data were 

extracted from data warehouse from January 2017 to July 2019 

of the Ministry of National Guard Health Affairs (MNGHA), 

Saudi Arabia. The researchers retrieved the data from all 

healthcare facilities in the central region, and more than 100 

attributes were generated. The data includes over 100,000 

pediatric patients and more than 3.7 million visits. Five machine 

learning algorithms were deployed, where Gradient Boosting 

(GB) algorithm outperformed the other four machine learning 

algorithms: decision tree, random forest, logistic regression, and 

neural network. The study evaluated and compared the 

performance of the five models based on five evaluations criteria. 

GB achieved a Receiver Operating Characteristic (ROC) score of 

97.1%. Furthermore, this research paper identified the factors 

that have massive potential for effecting patients' adherence to 

scheduled appointments. 

Keywords—No-show; machine learning; healthcare medical 

appointments; predictive analytics 

I. INTRODUCTION 

Outpatient no-show in a healthcare setting is the non-
attendance of confirmed medical appointment by the patient 
[1-2]. The outpatient medical appointment no-show is a 
significant issue for healthcare facilities since utilizing 
resources is ineffective and widens the appointment waiting 
time. Thus, accurately predicting the patient no-show will 
reduce the financial cost, increase productivity, enhance the 
quality of care noticeably, and increase the patient's 
satisfaction [2-8] considerably. 

The demand for outpatient medical services in the 
Kingdom of Saudi Arabia (KSA) is increasing substantially 
[5]. There is an average of 70K medical appointments at the 
Ministry of National Guard Health Affairs (MNGHA) central 
region medical, of which around 10% are related to pediatric 
cases. Presently, there is no effectible deployed digital tool in 
the Electronic Health Records (EHR) that can accurately 
predict the patient of high risk of no-show [5-6, 9]. As a result, 

the healthcare in KSA could utilize the advancements in 
machine learning techniques to construct a digital solution that 
can identify outpatients with a high possibility of not attending 
their medical reservation. 

Machine learning can be used to build an intelligent digital 
solution that can provide healthcare with a data-driven system 
to enhance the patient's adherence to the medical appointment 
and predict patient behavior toward non-attendance of a 
scheduled medical appointment. Historical collected data in 
the EHR system can be utilized to forecast future patient 
visits. Therefore, an intelligent digital health solution can 
allow healthcare facilities to strategically create and manage a 
long-term projection plan for their medical resources [10-16]. 

This research study aims to develop an intelligent data-
driven approach based on a machine learning technique to 
learn from more than three million extracted pediatric medical 
records from MNGH database systems to predict outpatient 
no-show medical appointments smartly. Other objectives are 
to predict patient behavior and identify the aspects that can be 
useful to forecast no-shows. 

The remaining research paper is organized as follows. 
Section II covers the related work, while Section III details the 
methods. The results and discussion are presented in Section 
IV. Finally, Section V gives the conclusions and future work. 

II. RELATED WORK 

This section summarized machine learning solutions to 
predict no-shows in healthcare facilities. Most of the articles 
in the literature focused on adult cases. Harvey et al. [17] used 
a logistic regression algorithm to predict the non-appearance 
of patients from booked radiology examinations. They 
achieved 75.3% for the Area Under the Receiver (AUC) 
operator. Chua and Chow [18] extracted a no-show 
administrative dataset and employed Multiple Logistic 
Regression (MLR). They scored 72% for AUC. Dantas et al. 
[19] collected more than 13K records related to bariatric 
surgery no-show appointments. They achieved an accuracy of 
71% using the Logistic Regression algorithm. Likewise, 
Kurasawa et al. [20] used a Logistic Regression algorithm to 
forecast the no-show of diabetic patients. Their best model 
scored 75.7% and 65.9% for precision and recall, respectively. 
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Furthermore, Mohammadi et al. [21] achieved the best 
result of 86% of AUC using Naive Bayes on a dataset of 
73,811 records, while AlMuhaideb et al. [22] achieved 86.1% 
of AUC using Hoeffding algorithms on outpatient no-show 
appointments. Goffman et al. [23] used Logistic Regression on 
a dataset based on demographic and appointment descriptions 
and the past patient's activities. They achieved an AUC of 
71%. Moreover, Nelson et al. [24] created a predictive model 
for imaging no-show appointments. They got the best result 
with the Gradient Boosting algorithm, with 85% and 51.1% 
for AUC and precision, respectively. Lee et al. [25] collected 
two years of data on no-shows, where they applied three 
machine learning algorithms: Logistic Regression, Decision 
Tree, and Random Forest. Random Forest achieved the best 
results (accuracy of 72.9%). 

III. METHODOLOGY 

A. Dataset and Attributes 

Thirty months of outpatient visits were extracted from the 
Ministry of National Guard Health Affairs (MNGHA) data 
warehouse from January 2017 to July 2019. The data were 
retrieved from all the medical facilities in the central region. 
The central region has the largest medical facilities of the 
MNGHA, where more than 70K appointments are booked 
monthly. The retrieved dataset consists of more than 
3,733,580 million pediatric patient visits related to 104,640 
pediatric patients. The patient's arrival time at the clinic is 
used to label the record as show (timestamp) or no-show (no 
timestamp). 

The distribution of genders is almost equal, with 49.3% as 
female patients and 50.7% as male. In comparison, most 
patients were Saudi nationals (90%) since the hospital mainly 
serves employees of national guards and their families, Table 
I. However, the Saudis have the highest no-show rate of 99% 
(miss at least one medical appointment), Table I. 

TABLE I.  STATISTICAL DESCRIPTION OF PATIENTS (N= 104640) 

Attributes No-Show N% Show N% Total % 

Age: 

Infant (0-12 Months) 

Toddler (1-3 Years) 

Preschool (3-6 Years) 

School-age (6-12 

Years) 

Adolescent (12-14 

Years) 

6651 (90.5%) 

19187 

(64.1%) 

7986 (63.9%) 

16733 

(56.8%) 

12422 

(48.8%) 

701 (9.5) 

10729 

(35.9%) 

4503 (36.1%) 

12719 

(43.2%) 

13009 

(51.2%) 

7352 (7%) 

29916 

(28.6%) 

12489 (12%) 

29452 

(28.1%) 

25431 (24.3) 

Gender: 

Female 

Male 

22202 

(47.5%) 

24427 

(52.5%) 

29373 

(50.6%) 

28638 

(49.4%) 

51575 

(49.3%) 

53065 (50.7) 

Nationality: 

Non-Saudi 

Saudi 

362 (0.7%) 

46267 

(99.3%) 

696 (1.1%) 

57315 

(98.9%) 

1058 (1%) 

103582 (99%) 

The data warehouse team filtered out unnecessary records 
to reduce the noise in the extracted data. Categorical attributes 
such as gender and age were converted into an integer. The 
age attribute was calculated based on the difference between 
the birthday and appointment dates. The age attribute was 
grouped into five categories: i) infant (0-12 months), ii) 
Toddler (1-3 years,) iii) Preschool (3-6 years), iv) School-age 

(6-12 years), and v) Adolescent (12-14 years). A new 
attribute, lead days, was derived from the dataset. The lead 
days attribute is a derived attribute calculated as the number of 
days between the booking of the appointment and the 
scheduling day. The historical behavior of the patients was 
included since it could contain helpful information to predict 
future outcomes. Therefore, the number of walk-ins, 
scheduled appointments, emergency visits, and canceled 
medical appointments were included for all patients. 

TABLE II.  DESCRIPTION OF THE ATTRIBUTES 

Attribute Description 

1) Gender Male, Female 

2) Age Category Five age categories 

3) Nationality The nationality of the patient 

4) Medical Department code The code of medical/clinic 

5) Hospital code The code of referral hospital /clinic 

6) Patient Services Department 

Type: 

a) Patient service 

b) Business center 

Type of patient insurance 

 

7) Address code 
The primary health care clinic location 

(used for the patient's address) 

8)Appointment type code: 

New Patient (NP) 

First visit (FV) 

Follow-up (FU) 

Type of Appointment 

New Patient 

First Visit 

Follow-up Visit 

9) Patient Services Department 

Type Cod: 

First visit (FV) Follow up (FU) 

Type of patient insurance 

First Visit 

Follow-up Visit 

10) Lead Days 

Derived: the time difference in days 

between the booking of the appointments 

and the day of the appointments 

11) Cancellation Flag: 

a) Yes= appointment cancelled 

b) No = not cancelled 

Derived: count how many Check-ins 

Cancellation was Yes as total Derived: 

count how many Check-ins Cancellation 

was No as total 

12) Medical Treatment 

Reservation Type Code: 

a) 1= Schedule 

b) 2= Walk-in 

Derived: count how many Scheduled 

reservations as the total Derived: count 

how many Walk-in reservations as total 

13) Medical Treatment 

a) Yes= patient treated 

b) N= not treated 

Derived: count how many patients 

treated as total Derived: count how many 

patients not treated as total 

14) On Foot visit 

a) 1= Yes 

b) 0 = No 

Derived: count how many On Foot visit 

was Yes as total 

Derived: count how many On Foot visit 

was No as total 

15) Emergency visit 

a) 1= Yes 

b) 0 = No 

Derived: count how many Emergency 

visits were Yes as total 

Derived: count how many Emergency 

visits were No as total 

16) Flu Season 
Flu season from Oct-Nov and March-

April 

17) Distance (km) 

The distance between the referring clinic 

and the Central Medical center of 

MNGHA at Riyadh City 

18) Class No-Show class show=0 or No-show=1 

The historical visits of the patients are grouped together, 
and nine statistical values were calculated for 11 attributes 
(attributes 7 to 17 from Table II) which were minimum, 
maximum, standard deviation, variance, mean, median, 
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skewness, and kurtosis. After the preprocessing phase, the 
dataset consists of 558,721 records with 106 attributes, 
including the class; Table II shows the description of the 
attributes. 

B. Machine Learning Algorithms and Evaluation Criteria 

This study involves five machine learning algorithms for 
classification data tasks. That includes Random Forest (RF), 
Gradient Boosting (GB), Logistic Regression (LR), Neural 
Network (NN), and Decision Tree (C4.5). RF and C5.4 are 
machine-learning algorithms from the family of decision-tree 
class algorithms. Gini impurity, information gain, and other 
techniques are used to build the tree structure; further 
algorithms description can be found in [26-29]. 

On the other hand, the Gradient Boosting algorithm is a 
boosting algorithm. It utilizes a number of weak classifiers 
through the ensemble method to build strong learners. The 
algorithm used gradient descent with other techniques to 
complete building the model; further algorithm descriptions 
can be found in [26,30. Logistic Regression (LR) can be 
described as a sample Neural Network (NN). LR can be 
viewed as a one-layer NN. LR and NN utilized many 
techniques to build the classification model of a binary class; 
further algorithm descriptions can be found in [26]. 

We evaluated and compared the five model's performance 
based on four evolution criteria: sensitivity (recall), precision, 
F-score, and accuracy. We considered True Positive (TP) 
Rate, False Positive (FP) Rate, True Negative (TN), False 
Negative (FN) Rate, and Receiver Operating Characteristic 
(ROC). These are defined as: 

 True Positive (TP) Rate represents the number of no-
show patient events classified as No-show, calculated 
based on equation 1: 

TPR=TP / (TP + FN)  (1) 

 False Positive (FP) Rate represents the number of show 
patient events classified as a no-show, calculated based 
on equation 2: 

FPR=FP / (FP + TN)  (2) 

 True Negative (TN) Rate represents the number of 
show patient events classified as a show, calculated 
based on equation 3: 

TPR=TN / (TN + FP)  (3) 

 False Negative (FN) Rate represents the number of no-
show patient events classified as a show, calculated 
based On equation 4: 

FPR=FN / (FN + TP) (4) 

 Receiver Operating Characteristic (ROC) score is a 
classification performance to show a false positive rate 
versus a true positive rate across a series of cut-off 
points and selecting the optimal cut-off point. 

IV. RESULTS AND DISCUSSION 

The dataset was divided into 80% training and 20% 
testing. Table III shows the performance of the machine 

learning algorithms on an unseen testing dataset. Random 
Forest (RF) and Gradient Boosting (GB) outperformed the 
other classifiers on all five evaluation criteria. GB achieved 
97.1% for ROC, which was 0.5% higher than RF. On the other 
hand, the score is higher than GB in terms of false positive 
rate (5.8% for RF and 5.9% for GB). In general, GB can be 
considered the champion model with an AUC of 97.1%. 

Accurately predicting the intention of patients showing or 
no-showing to their medical appointment is considered an 
interesting and challenging goal for healthcare providers. 
Machine learning has become popular in healthcare research 
because of machine learning algorithms' ability to discover 
hidden patterns in the datasets, predict future outcomes and 
recognize the most relative attributes. 

The machine learning algorithms were applied to more 
than half a million aggregated records with complex relations 
between attributes (predictors) and class labels with more than 
100 attributes. The results of Gradient Boosting in predicting 
outpatient no-show outperforms traditional algorithms applied 
by previous research studies in Section II. 

Analysis of the most used relevant attributes by machine 
learning shows that specific attributes significantly impact 
patient appointment adherence. The attributes are the traveling 
distance between the patient's residence and the medical 
center, the increased number of days between booking an 
appointment and the scheduled day (lead days), clinical 
medical services, and appointment time and day. 

The rate of patient adherence to scheduled appointments 
can be increased by utilizing other resources. The medical 
facilities can use Short Message Service (SMS), an automated 
phone calls reminders 2-3 days before the medical 
appointment, mainly if the lead time is so long (more than four 
months). Furthermore, changing the lead days to be no more 
than 2-3 months [31-32]. 

Regarding model deployment, the machine learning 
framework used to build the model is a standard approach that 
can be integrated effortlessly within the digital healthcare 
system [33-34]. The research study has two limitations. 
Firstly, the dataset was retrieved from one region in KSA; 
therefore, more data from other regions can improve the 
robustness of the model if the model is deployed on different 
regions' digital systems. Secondly, the attributes are mainly 
extracted from an EHR in which other factors that influence 
the no-show rate are not included. These factors, such as 
personal reasons, availability of transportation, cultural 
background, educational level of the parents, and 
environmental conditions (e.g., weather circumstances), are 
not available in the digital healthcare system. 

TABLE III.  THE PERFORMANCE OF CLASSIFIERS ON TEST DATA 

Evaluation Criteria DT RF LR NN GB 

ROC 94.8% 96.4% 95.0% 95.2% 97.1% 

TPR 89.7% 90.0% 89.5% 89.7% 90.0% 

FNR 10.3% 10.0% 10.5% 10.3% 10.0% 

TNR 93.1% 94.2% 92.1% 91.9% 94.1 

FPR 6.9% 5.8% 7.9% 8.1% 5.9% 
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V. CONCLUSION 

In summary, machine learning's ability to acceptably 
predict no-shows provides a new potential digital solution for 
healthcare facilities to take advantage of intelligent solutions. 
This paper used five machine learning algorithms, namely, 
Decision Tree, Random Forest, Gradient Boosting, Logistic 
Regression, and Neural Network, applied to MNGH's 
extracted dataset from the data warehouse system. 

The model was trained and tested using a dataset with 
different metrics to compare the results. Results show that 
Gradient Boosting achieves high performance for decision-
making by the healthcare appointment management team. 
Furthermore, the study identified factors that increase the no-
show rate, such as location, lead days between the reservation 
day and appointment day, appointment time of the day, and 
the type of medical services. Recommendations to increase the 
adherence of the no-show by patients have also been provided 
in Section IV. 

Future work is to obtain more datasets from healthcare 
systems (for example, laboratory and medication data) and 
integrate weather data and patient background data such as 
educational level, transportation availability, and cultural 
background. 
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