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Abstract—Image retrieval using a textual query becomes a 

major challenge mainly due to human perception subjectivity 

and the impreciseness of image annotations. These drawbacks 

can be overcome by focusing on the content of images rather 

than on the textual descriptions of images. Traditional feature 

extraction techniques demand for expert knowledge to select the 

limited feature types and are also sensitive to changing imaging 

conditions. Deep feature extraction using Convolutional Neural 

Network (CNN) are a solution to these drawbacks as they can 

learn the feature representations automatically. This work 

carries out a detailed performance comparison of various pre-

trained models of CNN in feature extraction. Features are 

extracted from men footwear and women clothing datasets using 

the VGG16, VGG19, InceptionV3, Xception and ResNet50 

models. Further, these extracted features are used for 

classification using SVM, Random Forest and K-Nearest 

Neighbors classifiers. Results of feature extraction and image 

retrieval show that VGG19, Inception and Xception features 

perform well with feature extraction, achieving a good image 

classification accuracy of 97.5%. These results are further 

justified by performing a comparison of image retrieval 

efficiency, with the extracted features and similarity metrics. 

This work also compares the accuracy obtained by features 

extracted by the selected pre-trained CNN models with the 

results obtained using conventional classification techniques on 

CIFAR 10 dataset. The features extracted using CNN can be 

used in image-based systems like recommender systems, where 

images have to be analyzed to generate item profiles. 

Keywords—Convolutional neural network; deep learning; 

feature extraction; accuracy; similarity 

I. INTRODUCTION 

Image retrieval systems browse, search and retrieve 
visually similar images from large image databases. Traditional 
image retrieval methods utilize the image annotations for 
obtaining the metadata that help in finding the similar images, 
but this is a laborious process and is subjective to human 
perceptions. Efficient image retrieval is the backbone of most 
of the search engines and recommender systems. Search 
engines may not be able to retrieve relevant information 
according to user’s preferences due to imperfect textual query, 
less knowledge about the search query or due to wrong tagging 
of the database images. This gap between real intention of a 
user’s search and his understanding of the object is called as 
semantic gap [1]. With the large amount of image data 
encountered in social networks, online e-commerce website, 
medical imaging, etc., it is a challenging problem to search the 

humongous databases for similar images, especially when it 
comes to real time image retrieval. Feature extraction 
techniques help in getting a representation of the attributes of 
an image, which gives information about the image contents 
and hence helps in efficient retrieval of visually similar images. 
Feature extraction transforms data into more informative forms 
with efficient representation for analysis and classification [2]. 
Advantages of feature extraction include: 

 Reduction of redundancy. 

 Reduction in the number of processing resources. 

 Helps in avoiding overfitting problem in machine 
learning models. 

 Increase in accuracy. 

Motivation: Any image recognition or image retrieval task 
requires a good feature representation in order to achieve high 
performance. However, since it is not feasible to define  a good 
feature set manually, feature extraction plays a major role in 
image retrieval tasks. Features obtained using traditional 
methods of feature extraction are not capable of expressing the 
semantic information of the image. Deep Learning techniques 
make the task of feature extraction automatic and more 
efficient. Since deep learning techniques require a large 
amount of labelled training data, transfer learning can be used 
to reduce this overhead [3]. Fine tuning a CNN allows 
pretrained models to be used in a new task with a new dataset. 

CNN models have two stages, of which, the first is feature 
extraction and the second is classification. This paper focusses 
on feature extraction using pretrained CNN and comparing 
their performance. 

The open research questions which are addressed in this 
work include: 

i) How effective are deep learning methods for learning 
good feature representations from images for Content 
Based Image Retrieval? 

ii) How do the feature extraction and image retrieval time 
vary with the different models? 

A. Contributions: 

 This work contributes to the existing knowledge of 
feature learning by exploring feature extraction and 
transfer learning techniques using the five selected pre-
trained CNN architectures. 
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 Comparison of the goodness of the features extracted 
by the selected CNN models by comparing the image 
retrieval performance using similar image search 
technique and also by using the extracted features for 
image classification. 

The following sections of this paper are organized as 
follows. Related work in the   domain of feature extraction and 
image retrieval is discussed in Section II. The fundamental 
concepts in image retrieval and the methodology adopted are 
given in Section III. Section IV gives the framework and the 
algorithm used in Reverse Image Search. Section V discusses 
the implementation details and results in Feature Visualization 
and Feature Extraction. Section VI concludes the paper by 
discussing the open research issues in the field of image 
retrieval and deriving an outlook for further research. 

II. RELATED WORK 

The goodness of an effective image retrieval system is 
attributed to the effectiveness of image feature extraction 
techniques used by the system. Various techniques have been 
proposed for feature extraction, starting from extraction of 
handcrafted features using traditional feature extraction 
techniques like SIFT, SURF, HOG to recent techniques 
utilizing Deep Learning. Work proposed in [4] investigated the 
use of various color, texture and shape features for image 
retrieval in CBIR (Content Based Image Retrieval) and 
biometrics systems, by mapping the image content onto low-
level features. 

An integrated image representation model has been   
proposed by complementary fusion of SIFT and CNN, to 
describe contents at multiple levels in images, followed by a 
series of operations of L2 normalization, PCA and whitening, 
on the integrated representation for a more compact 
representation [5]. 

The various techniques for extraction of texture and color 
features include color correlogram, color histogram, color co-
occurrence matrix, wavelet transform and Tamura feature [6]. 
Several recent works have focused on the use of machine 
learning and Deep Learning for feature extraction [7-9]. The 
convolution layers in CNN can change the shape of the output, 
thereby enabling the learning of basic object shapes in the 
primary layers and more complex objects in the deeper layers, 
with a drastic reduction in the error rate [10]. 

Studies reveal that high level features are of different 
behavior from low and middle level features under certain 
conditions, and hence, CNN features in each of the layers can 
be utilized for representation of knowledge. The level of noise 
included in these features have been studied and a thresholding 
approach is proposed to remove as much noise as possible, 
thereby generating efficient CNN embedding spaces [11]. 

Some of the models with combination of CNN features and 
handcrafted images have also shown good results. The work in 
[12] automates the extraction of electroencephalogram (EEG) 
signals the feature extraction methods of Wavelet Packet 
decomposition and Genetic Algorithm-Based Frequency-
Domain Feature Search. A combination of handcrafted and 

CNN features has been used for liver MR image adequacy 
assessment yielding a model performance of AUC = 0.94, 
wherein, HC features of intensity values, topological structure, 
texture information (GMM, ECC, and GLCM features) are 
extracted from the images and used for classification using 
Random Forest classifier. 

Many algorithms use Hashing   based   methods for image 
retrieval. While some of the algorithms identified   
approximate regions of the objects in an image using attention 
sub-network, focusing mainly on the foreground objects [13], 
image features extracted using deep hashing methods with 
deep neural networks (DNN) gave better image retrieval 
performance [14]. 

Histogram features have also given good results in CBIR. 
Work proposed in [15] used color spectral histogram for 
computing the similarity between images, whereas the method 
proposed in [16] used correlated primary visual texton 
histogram features. 

The use of color and texture features have been proposed in 
several works. The work proposed in [17], calculates the image 
similarity by giving equal priority to dominant color Hu 
moments for CBIR, wherein, the texton template detects and 
extracts the consistent zone of an image and uses the seed 
point’s selection approach for initiating the clustering process. 
Study [18] uses both Hu moments and dominant color 
descriptor on the pixels. Research [19] uses LBP-DBN training 
algorithm with adaptive momentum learning rate to overcome 
the issues of longer training time and reduction in classification 
accuracy. The author in [20] uses Directional Magnitude Local 
Hexadecimal Patterns, for image retrieval, by reducing the 
semantic gap problem using a learning- based approach. 
Quadruplet loss function and feature fusion are also used for 
clothing retrieval [21]. The features extracted using Resnet-50 
are merged with middle-level features to get a combined 
feature representation. Work proposed in [22] uses a visual re-
ranking approach, by using a correlation matrix of an image 
retrieval list and a CNN model learns the relevance of each of 
the image pairs simultaneously. The model is further optimized 
using a weighted MSE loss, which also considers the sparsity 
of labels. Feature reduction using an improved CNN and PCA 
quadratic dimensionality reduction has been proposed [23]. 
Deep Learning techniques for feature extraction are more 
promising due to their capability to extract and learn features of 
an image automatically. 

Recent advances in image retrieval have started focusing on 
graph neural networks for CBIR. The work done in [24] 
proposes graph neural networks to reframe the re-ranking 
process for CBIR by using a 2-layer GNN to aggregate 
neighbor information of the entire data. Several new 
approaches have been proposed for deep feature embedding. In 
[25] a GNN characterizes and predicts the local correlation 
structure of images in the feature space, using which, 
neighboring images collaborate and refine their feature 
embeddings based on local linear combination. The 
representation capability of graphs has led to various graph-
based image recommendation systems also [26]. Table I gives 
a performance comparison of some of the results obtained in 
CBIR. 
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TABLE I. PPERFORMANCE COMPARISON OF REVIEWED CBIR SYSTEMS 

Author Method Dataset Performance 

Salamh et 

al. [7] 

Multi-descriptor- 

local binary 

patterns 

Extended 

Yale B & 

Grimace 

database 

Accuracy=99.4% 

Alsuwaike

t et al.[9] 

Wavelet Packet 

decomposition 

(WPD), Genetic 

Algorithm-Based 

Frequency-Domain 

Feature Search 

(GAFDS) 

Children’s 

Hospital 

Boston: EEG 

recordings of 

23 cases 

CNN: 97.93% accuracy 

SVM: 94.49% accuracy 

RF : 88.03% accuracy 

Manjunath 

et al. [10] 

AlexNet inspired 

CNN 
CIFAR-10 

KNN:28.2% accuracy 

SVM:37.4% accuracy 

CNN: 85.97% accuracy 

Y. Zhang 

et al. [13] 

 

Supervised hashing 

method which 

fusions 

simplex feature 

similarity & 

location similarity 

among multiple 

objects 

 

VOC 2007 

VOC 2012 

NUS-WIDE 

6% increase on   

Weighted MAP 

-3.0% increase on 

NDCG@1000 

-2.9% on ACG@1000 

X. Zhang 

[19] 

Classification: 

Image local feature 

multi-level 

clustering and 

image-class nearest 

RPC: 

Defiance 

Technology 

Nanjing 

Research 

Institute 

Average Classification 

accuracy=84% 

as compared to 

ISDH(Instance Similarity 

Deep Hashing) 

III. FUNDAMENTAL CONCEPTS AND METHODOLOGY 

The basic steps involved in image retrieval include 
extraction of features and computation of image similarity. The 
features of the collection of database images are extracted and 
stored. The query image undergoes the feature extraction 
process and subsequently the similarity matching algorithm 
computes the similarity between the features of query image 
and the features of the database images. Distance metrics like 
Cosine distance and Euclidean distance are used for similarity 
computation. Finally, top-n similar images are retrieved. 

A. CNN Models 

Convolutional Neural Networks use supervised learning 
and train the network by backpropagation. CNNs have the 
advantage of reduced amount of preprocessing when compared 
to other deep learning networks. A CNN consists of two basic 
parts of feature extraction and classification. 

The feature extraction part has several convolution layers 
followed by max pooling layers and an activation function. The 
classifier part consists of fully connected layers. Normalization 
layers in CNN help in keeping signals from each layer at 
suitable levels. 

The output size at each of the convolution layer is given by 
the following formula: 

Output size = [(W-F+2P)/S] +1 

where, W is the size of the input image, F is the size of the 
receptive field, S is the stride, and P indicates the zero-padding 
used on the border. 

1) ResNet50: The ResNet model was developed by He et 

al. in the year 2015 with the concept of residual connections 

[27]. ResNet50 consisting of 50 weighted layers, has five 

times lesser memory requirement as compared to VGG model 

because of the usage of Global Average Pooling layer, 

converting the 2D feature maps of the last layer to an n-classes 

vector calculating the probability of belonging to each class. 

Fig. 1 shows the Residual block which is the basic building 
block of ResNet model. In a plain CNN network, the input X 
gets transformed into H(X) by passing through the different 
layers. In the residual model, the identity connection 
transforms the input X into F(X)+X, i.e., the original H(x) gets 
modified into F(X)+X. The ResNet model can learn from much 
deeper network, as the identity mapping from the input acts as 
a shortcut for the gradient to pass through, thereby avoiding the 
vanishing gradient problem. 

2) VGG16: VGG 16 architecture proposed by Simonyan 

and Zisserman in 2014 [28], consists of blocks with increasing 

number of convolutional layers with 3x3 filters as shown in 

Fig. 2. 

The size of the activation maps reduces by half due to the 
max-pooling blocks between the convolutional blocks. The 
classification blocks consist of two layers, each with 4096 
neurons, followed by the final output layer of 1000 neurons. 

3) VGG19: VGG19 model consists of 16 convolution 

layers, three Fully connected layers, five Max Pool layers and 

one SoftMax layer. RGB image of dimension (224 * 224) is 

given as input and the kernels used are of (3 * 3) size with a 

stride of 1.  Max pooling over a (2 * 2) window with stride 2, 

followed by Rectified linear unit introduces non-linearity for 

better classification and improved computation time as 

compared to the models using sigmoid or tanh functions. Two 

fully connected layers of size 4096 is followed by a layer with 

1000 channels and final layer is softmax function. 

4) InceptionV3: Szegedy et al. proposed the Inception V3 

architecture [29]. This model uses varying sizes filters and a 

concatenation of these filters is used to extract features at 

different scales as shown in Fig. 3. In Inception, the input is 

compressed using 1x1 convolutions after which, filters of 

different sizes are used on each of these spaces. 

5) Xception: The Xception model is an “extreme” version 

of the Inception module that involves “Depthwise Separable 

Convolutions” [30]. The number of computations is high in 

the case of a basic convolution operation because the 

operation of applying filters on every input channel and the 

combining of these values is done in one step. 

 
Fig. 1. Residual block in ResNet model. 
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Fig. 2. VGG16 and VGG19 models. 

 
Fig. 3. The inception module. 

Depthwise separable convolutions separates these steps into 
two, the first being the depthwise separation which is the 
filtering stage, followed by combining stage of pointwise 
convolution. Depthwise convolution applies convolution to the 
input image (Df * Df *M) with filters of depth 1 (Dk * Dk *1), 
to a single input channel at a time as shown in equation (1) and 
then pointwise convolution compresses the input by applying 
N filters of dimension 1*1*M across the depth as shown in 
equation (2). 

                                    (1) 

                                          (2) 

where Df is dimension of input image, Dg is dimension of 
feature map and M is number of channels in input image 

Table II gives a summary of the five pre-trained CNN 
models used in feature extraction. 

B. Fine Tuning CNN 

Fine tuning is the technique for speeding up the training 
process by overcoming the problems posed by small size 
dataset, by taking the weights of a pre-trained neural network 
and using it to initialize a new model which is being trained on 
similar domain data. This can be broadly categorized into 
Transfer Learning and Feature Extraction. 

TABLE II. SUMMARY OF CNN MODELS USED IN FEATURE EXTRACTION 

Model Input Size 

Length 

of Feature 

Vector 

Parameters 

Inception 

V3 

(2015) 

299*299*

3 
2048 

Total parameters: 23,851,784 

Trainable parameters: 23,817,352 

Non-trainable parameters: 34,432 

ResNet50 

(2015) 

224*224*

3 
2048 

Total parameters: 25,636,712 

Trainable parameters 25,583,592 

Non-trainable parameters: 53,120 

SGD - mini-batch size = 256 

Learning rate starts from 0.1 and is 

divided by 10 when the error 

plateaus 

Weight decay = 0.0001 

Momentum = 0.9 

No Dropout 

VGG16 

(2014) 

224*224*

3 
4096 

Total parameters: 138,357,544 

Trainable parameters: 138,357,544 

Non-trainable parameters: 0 

SGD(lr=0.1,decay=1e-6, 

momentum=0.9) 

VGG19 

(2015) 

224*224*

3 
4096 

Total parameters: 143,667,240 

Trainable parameters 143,667,240 

Non-trainable parameters 0 

Xception 

(2015) 

299*299*

3 
2048 

Total parameters: 22,910,480 

Trainable parameters: 22,855,952 

Non-trainable parameters: 54,528 

Most of the popular CNN architectures including VGG16, 
VGG19, ResNet50, AlexNet, InceptionV3, Xception have been 
pre-trained on ImageNet dataset. ImageNet consists of around 
1.2 million training images, 50,000 validation images and 
100,000 testing images, belonging to 1000 categories. 

1) Transfer learning: Transfer learning works by loading 

pre-trained weights into a base CNN model, followed by 

freezing all the base model layers, making them non-trainable. 

This is followed by creating a new model on top of the output 

of any of the base model layers and training this newly created 

model on the new dataset. 

2) Feature extraction: Feature Extraction is a lighter 

approach, wherein, after loading pre-trained weights into a 

base CNN model, the new dataset is run through the base 

model to extract the output of the layers of this model, and use 

this output as the input data for a new model. 

C. Classification Algorithms 

Classification is a “Supervised Learning” technique for 
identification of the category of new observations based on the 
training data. In classification, a program learns from the given 
observations and then classifies new observations into 
categories. In this work, classifiers are used for classification of 
images by utilizing the features extracted by the CNN models 
on the fashion dataset having men footwear and women 
clothing. 

1) Random forest: Random Forest classifiers use a 

combination of many classifiers to solve complex problems. 

The advantages of Random Forest include its capability to 

maintain high accuracy through cross validation with higher 

dimensionality dataset, prevention of overfitting and the 

capability to handle missing data. 
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2) Support Vector Machine: Support Vector Machine 

(SVM) is a “supervised” machine learning algorithm that finds 

a hyperplane in an N-dimensional space that distinctly 

classifies the data points. SVM is very effective in high 

dimensional cases with the number of features deciding the 

dimension of the hyperplane. SVM maximizes the margin 

between the data points and the hyperplane. 

3) K Nearest Neighbors: KNN is a “supervised learning” 

algorithm for regression and classification. KNN takes into 

consideration K nearest data points to predict the category or 

continuous value of the newly observed data. KNN uses all of 

the training instances for output prediction for new data. 

Model learning process is performed only at the time when 

prediction is requested on the new instance. 

D. Similarity Metrics 

The similarity metrics used for similarity matching are: 

 Minkowski Distance: This distance metric takes two 
vectors and computes the distance between these 
vectors. The parameter “p” is called the “order”, which 
allows calculation of different distance measures. 

                            (   )  (∑ |     |
  

   )       (3) 

For Manhattan distance, p = 1. 

For Euclidean distance p = 2. 

 Manhattan Distance: This distance is computed as the 
sum of the absolute differences between two vectors. 

  (   )  ∑ |     |
 
                   (4) 

 Euclidean Distance: 

    (   )   √∑ (     )
  

         (5) 

 Cosine Similarity: 

                                 (   )     

|| ||  || ||
                  (6) 

 Jaccard Similarity: 

                    (   )  
|   |

|   |
   (7) 

IV. REVERSE IMAGE SEARCH FRAMEWORK AND 

ALGORITHM 

Problem Definition: For a given image query, retrieve the 
top-n similar images. 

The features extracted using the different CNN models are 
utilized for reverse image search, using the framework shown 
in Fig. 4. For dimensionality reduction, Principal Component 
Analysis is used. Manhattan, Euclidean, Cosine distances and 
Jaccard similarity are used as the similarity measures. 

A. Framework 

The Reverse Image Search framework for retrieving 
visually similar images, shown in Fig. 4, consists of the 
following modules: 

1) Data collection and preprocessing module: The 

Crawler utility fetches the retailer-specific webpages and 

extracts images. The preprocessing module prepares the 

images for the feature extraction process according to the 

input specifications of the selected pre-trained model. The 

image preprocessing utilities transform the raw image data 

to dataset objects, that can be further used as inputs to the 

model. 

2) Feature extraction module: Text-based image 

retrieval methods may fail to retrieve visually similar relevant 

images because of the absence of query terms in the 

description of image. The feature extraction module 

overcomes this disadvantage by incorporating CNN layers for 

extraction of features. This module consists of the specific 

CNN model with the last fully connected layers removed, to 

extract the various levels of features. The extracted feature 

vectors are of high dimensionality and are therefore 

computationally expensive, with high memory requirement. 

Principal component analysis transforms the data into fewer 

number of dimensions, thereby giving summarized feature 

vectors. This helps to reduce the complexity in data and at the 

same time retains the patterns in the images. 

3) Similarity Calculation module: This module 

computes the similarity between the feature vector of the input 

query image and the feature vectors of the database images 

extracted using the CNN models and the ranking of images is 

done according to their similarity. Finally, the top-n ranked 

images will be retrieved using the similarity metrics as in 

Equation (3) – Equation (7). 

B. Algorithm: Top-n similar Images Retrieval 

The algorithm for Top-n similar images retrieval is as follows: 

Input  : User query Image q, Image database Idb with image I. 

Output: Top-n similar images 

begin 

Offline:  

Pre-process the images in the image database Idb based on 

the input size of the CNN models 

Extract Visual features F using the pre-trained CNN models 

for each image I in Idb 

Reduce dimensionality using Principal Component 

Analysis 

Online: 

Extract Visual features Fq of the input query image q using 

the CNN models 

for each feature vector Fj in F do 

Compute the feature similarity Sim(Fq, Fj) using 

Equation (6) 

Retrieve the Top-n similar images based on similarity calculation. 
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Fig. 4. Reverse image search framework. 

V. IMPLEMENTATION AND RESULTS 

A. Dataset and Experiment Setup 

This work is carried out on 11th Gen Intel Core i7 
processor with NVIDIA GeForce RTX 3050 Ti GPU. The men 
footwear dataset consists of a total of 2167 images belonging 
to three different classes of casual sandals, formal shoes and 
flip flops. The women clothes dataset consists of 4339 images 
belonging to five different classes of jeans, salwars, shirts, 
shorts and tops. The data is split into train and test sets with 
80:20 ratio. The work concentrates on feature extraction using 
the pre-trained models VGG16, VGG19, InceptionV3, 
Xception and ResNet50 models, followed by evaluating the 
feature extraction efficiency by giving the extracted features as 
input to classifiers. Feature Visualization is done to know the 
depth and granularity of different features extracted at different 
layers. 

B. Feature Extraction and Classification 

This work utilizes the Keras Implementation of the pre 
trained CNN models. After initializing the input image size and 
applying the corresponding preprocessing functions, the 
pretrained weights are loaded into the model. The 
preprocessing function of the ImageDataGenerator module is 
used for data augmentation to improve generalization. Next, 
for feature extraction, the training images are loaded after 
expanding their dimensions according to the input size of the 
respective CNN models. Random Forest Classifier from Scikit 
learn library with n estimators’ value of 50 is used in this work. 
SVC from the Scikit learn library is used here with a Linear 
kernel for SVM classification. KNN classifier with K=20 is 
used for the nearest neighbour classification. 

For the men footwear dataset, as shown in Fig. 5, Random 
Forest gave an image classification accuracy of 97.5% with 
VGG19 features, SVM gave an accuracy of 97.5% with 
Xception features and KNN gave an accuracy of 95.8% with 
Xception features. 

 
Fig. 5. Classification accuracy with features extracted by the different CNN 

models on the men footwear dataset. 

For the women clothes dataset, as shown in Fig. 6, RF and 
SVM gave image classification accuracy of 89.1% and 96.8% 
respectively with InceptionV3 features and KNN gave an 
accuracy of 85.9% with Xception features. 

The accuracy results show the efficiency of our selected 
pre-trained CNN models in feature extraction as compared to 
the work proposed in [10], where the authors achieved 
classification accuracy of 28.2% and 37.4% with KNN and 
SVM respectively on CIFAR 10 dataset, which consists of 
objects belonging to 10 classes. The results obtained with 
pretrained CNN model feature extraction and classification, 
outperform these with a classification accuracy of 72.4% and 
86% with KNN and SVM classifiers respectively, using the 
features extracted by the Xception model on CIFAR 10 dataset. 

Fig. 7 gives the classification accuracy obtained with the 
features extracted by the pretrained models on the CIFAR 10 
dataset, along with the results obtained in [10] given as M1. 
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Fig. 6. Classification accuracy with features extracted by the different CNN 

models on the women clothes dataset. 

 
Fig. 7. Classification accuracy on the CIFAR 10 dataset. 

C. Feature Visualization 

The application of different convolutional filters to the 
input image, results in different feature maps, wherein, each 
pixel of each feature map is an output of the convolutional 
layer. Visualization of feature map for an image helps in 
understanding the detected features. The feature maps closer to 
the input layer of the neural network detect details of features 
like edges. The feature maps closer to the output layer of the 
model capture much more abstract features like texture. 

Fig. 8 shows the feature map visualization of the different 
blocks of convolution layers of InceptionV3 model on a men 
footwear input image. 

D. Reverse Image Search 

The image retrieval results with features extracted by the 
five CNN models on Men footwear and women clothes dataset 
using Manhattan, Euclidean, Cosine and Jaccard similarity as 
the similarity measures, is compared in this section, in terms of 
the time taken for feature extraction and also the visual 
similarity of the retrieved images. The utilities for image 

preprocessing is imported from tf.keras.preprocessing. This 
transforms the raw image data to a tf.data.Dataset object, that 
can be further used to train the model. The extracted feature 
vectors are of high dimensionality and have high memory 
requirement. For dimensionality reduction, Principal 
Component Analysis with 300 components is used. 

1) Time taken for feature extraction and image retrieval: 

The Men Footwear train dataset consists of 1732 training 

images belonging to three classes and the Women Clothes 

dataset consists of 3469 training images belonging to five 

classes. On an average, VGG19 takes more time for extracting 

the features of the training set images followed by VGG16, 

ResNet50, Inception V3, and Xception. 

 
Fig. 8. Feature visualization using Inceptionv3 on men footwear image. 

Fig. 9 shows the time taken for extraction of Men Footwear 
database image features by the different CNN models.  Fig. 10 
shows the time taken for query image feature extraction by the 
different CNN models and retrieval of top five similar images. 
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Fig. 9. Time taken in seconds for extraction of men footwear database image 

features by the different CNN models. 

 
Fig. 10. Time taken in seconds for query image feature extraction by the 

different CNN models and retrieval of top 5 similar images. 

Fig. 11 and Fig. 13 show the image retrieval results with 
features extracted by the five CNN models on Men footwear 
and women clothes dataset using Manhattan, Euclidean and 
Cosine similarity as the similarity measures. 

 
Fig. 11. Men footwear reverse image search with Cosine, Euclidean and 

Manhattan similarity metrics using the different CNN models for feature 

extraction  (query image on top and top 5 result images  below for each CNN 

model). 

Image retrieval results with Jaccard similarity show poor 
results as compared to Manhattan, Euclidean and Cosine as can 
be seen from Fig. 12. 

 
Fig. 12. Men footwear reverse image search with Jaccard similarity metrics 

using VGG19 and InceptionV3 CNN models for feature extraction (query 

image on top and top 5 result images below). 

 
Fig. 13. Women clothes reverse image search with Cosine, Euclidean and Manhattan similarity metrics using the different CNN models for feature extraction 

(query image on top and top 5 result images  below for each CNN model). 

0

50

100

150

200

250

300
Ti

m
e

 in
 s

e
cs

 

CNN Models 

0

0.05

0.1

0.15

0.2

0.25

0.3

Ti
m

e
 in

 s
e

cs
 

CNN models 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 12, 2022 

654 | P a g e  

www.ijacsa.thesai.org 

VI. CONCLUSION 

The work carried out focuses on feature extraction using 
VGG19, VGG16, ResNet50, InceptionV3 and Xception 
models, followed by evaluating the feature extraction 
efficiency by feeding the extracted features as input to 
classifiers. Results of feature extraction and image retrieval 
show that VGG19 features show best results with both men 
footwear and women clothes dataset. The classification 
accuracy results show that VGG19 features give more accuracy 
with men footwear, whereas InceptionV3 and Xception 
features are better with women clothes. This work also 
compares the time taken for feature extraction and image 
retrieval with each of the five CNN models. The features 
extracted using the deep learning models can be used to 
analyze images in various image-based systems. One practical 
application of this would be in image-based recommender 
systems. The features extracted from images can be used to 
build item profiles in content-based image recommendations. 
Recent advances in the field of recommender systems use 
graph-based methods like Graph Convolutional Network, as 
they are capable of representing the complex embeddings. 

Future research directions include: 

 Utilization of Deep Learning models for transfer 
learning with optimization techniques. 

 Using a fusion of different handcrafted local features 
and CNN features is also one of the challenging future 
directions for research. 
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