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Abstract—Visualization is a process of converting data into its visual form as such data patterns can be extracted from the data. Data patterns are knowledge hidden behind the data. However, when data is big, it tends to overlap and clutter on visualization which distorts the data patterns. Data is overly crowded on visualization thus, it has become a challenge to extract knowledge patterns. Besides, big data is costly to visualize because it requires expensive hardware facilities due to its size. Moreover, it is timely to plot the data since it takes time for data to render on visualizations. Due to those reasons, there is a need to reduce the size of big datasets and at the same time maintain the data patterns. There are many methods of data reduction, which are preprocessing operations, dimension reduction, compression, network theory, redundancy elimination, data mining, machine learning, data filtering and sampling techniques. However, the commonly used data reduction technique is sampling technique that derives samples from data populations. Thus, sampling technique is chosen as a study for data reduction in this paper. However, the studies are scattered and are not discussed in a single paper. Consequently, the objective of this paper is to collect them in a single paper for further analysis in order to understand them in great detail. To achieve the objective, three interdisciplinary databases which are ACM Digital Library, IEEE Explore and Science Direct have been selected. From the database, a total of 48 studies have been extracted and they are from the years 2017 to 2021. Other than sampling techniques, this paper also seeks information on big data, data visualization, data clutter, and data reduction.
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I. INTRODUCTION

Data visualization is a technique to convert data to a visual form to extract knowledge hidden behind the data through data patterns. According to [1], data visualization involves a combination of people with distinct visualization-related skills. Data visualization is also a technology to explore data interactively. Through data exploration, various data patterns can be revealed.

Big data plays a bigger role in our latest technologies today. Communities are particularly depending on the data to gain more information for decision making [2]. The advantage of data visualization is that it supports analysis, identifies issues and tackles problems faster through data patterns [3].

Big data technology is designed to process an enormous dataset for process optimization and decision making [4, 5]. However, an enormous dataset, both structured and unstructured are complex as they deal with an extensive amount of data. Thus, consistently, they are inadequate to operate with conventional processing techniques and algorithms [2, 6]. This is true when data is from various sources with various forms and format and yet they need to be integrated prior to processing.

Other challenges when dealing with big data are the effectiveness and efficiency in understanding, storing, managing, and developing data visualization [7]. Plotting these big data to form visualizations, require high end and expensive hardware and software facilities.

Nevertheless, when data have been successfully plotted and converted to visualization forms, it is common for the data to overlap on top of each other which could lead to data clutter issues. Data clutter can be defined as data that overlapping on top of each other which can lead to a massive number of false detections over the search space that relies on pixel patterns [8]. Fig. 1 below show the example of data clutter.

Fig. 1. Example of data clutter (Source: [51])

Another issue of concern regarding data clutter is plotting efficiency. It takes a longer time to plot data into its visual and is defined as computational overhead which is costly [9].

Data clutter also leads to unrecognized data patterns when in fact extracting the patterns is the main objective of data visualization [10] for strategic planning and decision making. In other words, the whole point of data visualization is to extract data patterns in order to uncover the gems of knowledge hidden behind the data.

Thus, there is a need to overcome data clutter and one of the techniques is through data reduction. Data reduction is one of the methods to shrunk computational overhead [11]. Although the dataset is reduced, the original information in the dataset should be preserved without sacrificing any data patterns. However, data reduction could somehow remove some information from an original dataset that can lead to an unknown output of the dataset [12]. Nevertheless, data reduction can solve the difficulties that both data and visualization scientists suffer [13].
By reducing data in a dataset, data visualization can be more comprehensible with clearer data patterns. With proper data processing, data reduction can generate accurate visualization without changing data patterns [14].

The sampling technique is about choosing a subgroup from a large dataset and at the same time maintaining its properties or attributes [15, 16]. The sampling technique is a crucial way to analyze a massive dataset where its size is reduced for effective use of equipment and space [17].

Moreover, sampling techniques can lower data error that happens due to human factors when dealing with a large dataset [18]. The sampling technique is an outstanding technique to handle large datasets and when the resources are restricted. It generates results rapidly and accurately as data are smaller in size [19]. Normally, data reduction is implemented along with a machine-learning technique to analyze the size of the dataset to find an accurate output [14].

During analysis, it is common to visualize and analyze smaller datasets at a time as it is easier to identify data patterns [7, 20]. On the other hand, a larger dataset is explored at an early stage of data analysis to get a bird eye view and to identify interesting patterns for further analysis [13, 21]. Besides that, a larger dataset is used to understand the structure and the flow of the dataset [13]. However, it is burdensome for the researchers and the algorithms if a large dataset is used to discover data patterns.

Various techniques have been used for data reduction such as pre-processing operations, dimension reduction, compression, network theory, redundancy elimination, data mining, machine learning, data filtering and sampling technique. However, in this study, the sampling technique is chosen as a data reduction technique. It is chosen because it is a well-known technique and consistently gives a positive result in scaling down the number of massive datasets [11].

However, there are various types of sampling techniques. Each is with its own strength and weakness. However, the discussion of these sampling techniques is scattered and not in a single paper. It is inconvenient to gather information from different papers. Thus, this review paper combines various sampling techniques into a single paper to ease their comparison and contrast for further analysis. Besides, the analysis could be used in choosing the right sampling technique for optimum outcome.

To be specific, the objective of this review paper is to understand the various sampling techniques for data reduction. This study is intended to find the answers to three main research questions (RQ) which are: RQ1: What are the various types of sampling techniques to reduce data clutter? RQ2: What are the distinct behaviors of these sampling techniques? Finally, RQ3: What is the outcome of these techniques in various dataset and applications?

To achieve the objectives, this paper starts with an introduction, followed by research method. Then, the paper continues with the synthesis of results, followed by discussion. Finally, the last section summarizes and presents conclusions.

II. RESEARCH METHOD

The aim of this paper is to explore the various types of sampling techniques that can assist in encountering the problem of data clutter and provide a snapshot to a direct future design and research.

Since there are huge research papers available in various areas of research, they need to be filtered in order to focus only on related papers that give most input. Thus, this section focuses on the three steps on how the filtering process is designed.

The first step is to identify research questions, followed by a description for each of the questions. This phase is vital as it gives direction to the filtering process. Next, is to identify related keywords based on the research questions. These keywords become the basis for research paper filtering. Three online databases have been identified that are suitable for cluster analysis. They are ACM Digital Library, IEEE Explore and Science Direct. Lastly, inclusion and exclusion criteria for the research paper are identified. These criteria are used to further filter research papers based on the keywords selected. It is to ensure that the research papers are qualified and within the scope of the research.

A. Research Questions

The first step of the research paper filtering process is to formulate research questions. Thus, to achieve this paper’s objectives, it has to answers three research questions as depicted in Table I.

<table>
<thead>
<tr>
<th>Research Questions</th>
<th>Motivation</th>
</tr>
</thead>
<tbody>
<tr>
<td>RQ1: What are the various types of sampling techniques to reduce data clutter?</td>
<td>To identify various sampling techniques that have been used to reduce data.</td>
</tr>
<tr>
<td>RQ2: What are the distinct behaviors of these sampling techniques?</td>
<td>Identify the distinct behaviors or attributes of these sampling techniques and how they are different from each other.</td>
</tr>
<tr>
<td>RQ3: What are the outcomes of these techniques in various dataset and applications?</td>
<td>Find out how these sampling techniques are being applied in previous research to view it from a bigger perspective.</td>
</tr>
</tbody>
</table>

B. Search Strategy

This paper covers English language articles that have been published from 2017 to 2021. The primary collection method is through online databases. Three popular online research databases have been selected which are ACM Digital Library, IEEE Explore, and Science Direct.

The next step is to identify keywords. There are several sets of keywords that have been built based on the research questions.

Next, the keywords are embedded with Boolean operators which are ‘OR’ and ‘AND’ operators. Table II shows the research questions and their related keywords.
TABLE II.  KEYWORDS FOR RESEARCH QUESTION

<table>
<thead>
<tr>
<th>Research Question</th>
<th>Keywords</th>
</tr>
</thead>
<tbody>
<tr>
<td>What are the various types of sampling techniques to reduce data clutter?</td>
<td>“Types” OR “Sampling techniques” AND “Reduce” AND “Data clutter” OR “Data overlap”</td>
</tr>
<tr>
<td>What are the distinct behaviors of these sampling techniques?</td>
<td>“Distinct” OR “Behaviors” AND “Sampling techniques”</td>
</tr>
<tr>
<td>What are the outcomes of these techniques in various dataset and applications?</td>
<td>“Sampling Techniques” AND “Application”</td>
</tr>
</tbody>
</table>

After the keywords have been built, they are then used to filter the three online databases. The first search string retrieves 85,729 search results on ACM Digital Library, IEEE Explore returns 97,668 search results and Science Direct fetches 2,218,712 results. The second search string receives 138,341 from ACM Digital Library, IEEE Explore returns 241,709 results and Science Direct fetches 2,648,324. The last search string receives 144,579 from ACM Digital Library, IEEE Explore fetches 680,554 results and Science Direct receives 11,397 results. The total for all keywords in three different online databases is 6,267,013 articles.

C. Inclusion and Exclusion Criteria

Once the databases have been filtered, the next stage is to further filter the articles through inclusion and exclusion criteria. This step is to ensure the articles fall within the paper scope. Table III shows the inclusion and exclusion criteria for this research.

<table>
<thead>
<tr>
<th>TABLE III.  CRITERIA OF INCLUSION AND EXCLUSION</th>
</tr>
</thead>
<tbody>
<tr>
<td>The research papers published in the English language are included</td>
</tr>
<tr>
<td>Primary studies like original research papers are selected</td>
</tr>
<tr>
<td>Research papers, book chapters that are relevant to the main topic are selected</td>
</tr>
<tr>
<td>Research papers ranging from 2016 to 2021 are included in the studies</td>
</tr>
</tbody>
</table>

The inclusion and exclusion criteria are applied to the 6,267,013 articles filtered earlier. Then, the references from previous systematic reviews are also added, in order to collect as many papers as possible. Finally, a total of 52 papers have been identified suitable for the review. From the 52 articles, they are then grouped into their related sampling techniques. Fig. 2 shows the tabulation of the papers and their topics on sampling techniques.

The total number of papers on simple random sampling is nine while six papers focusing on systematic random sampling. Stratified random sampling is found in seven papers. Moreover, multi-stage sampling has been discussed in three papers while convenient sampling appears in four papers as well as seven papers on snowball sampling. Lastly, quota and judgmental sampling are each discussed in two other papers.

III. SYNTHESIS OF RESULTS

This section answers the research questions as depicted on Table I, by synthesizing and analyzing the knowledge collected from the filtered research papers.

A. RQ1: What are the Various Types of Sampling Techniques to Reduce Data Clutter?

Sampling technique can be divided into two types which are probability sampling and non-probability sampling. Probability sampling is also known as random sampling or representative sampling.

Unlike probability sampling, non-probability sampling does not have a random selection of the sample.

1) Probability sampling: Probability sampling chooses the sample data randomly. The data population must be defined precisely to make the sample selection process easier. The advantage of probability sampling is that it can reduce the chances of systematic error during the sampling process [22]. A systematic error is caused by incorrect measurement of data. Moreover, the sampling technique under-probability sampling can reduce bias that is a common problem in sampling technique [22]. It can select sample data fairly without bias. Moreover, sampling techniques in probability sampling can generate a better sample as compared to non-probability sampling [22]. However, probability sampling demands a lot of training. In addition, to ensure the sample data collected is fair and generates the desired outcome, some calculations need to be applied to the technique. Other than that, probability sampling is timely to generate samples because of the calculation and the implementation of the technique happens layer by layer [23]. There are a few techniques that fall under probability sampling which are simple random sampling, systematic random sampling, stratified random sampling, cluster sampling, and multi-stage sampling.

2) Simple random sampling: One of the sampling techniques that fall under probability sampling is simple random sampling. Simple random sampling is a sampling where each data in the population has a similar chance to be selected as the sample. Each data in the population can participate to be selected as a sample without exception. Usually, the researcher uses computer-generated random numbers to select the sample. Simple random sampling is
suitable to be used when the entire population is available and
the researcher has a list of all subjects from the population
[23]. Fig. 3 below shows how the simple random sampling
selects samples from the population.

![Fig. 3. Selection of sample using simple random sampling](image)

However, using simple random sampling techniques may
reduce the possibilities of bias. It is because the dataset is
selected randomly, hence there is no bias. The sample from the
population is a righteous representative of the whole
population [22]. For example, if there exist a few categories in
the dataset, all the categories will reform to represent the whole
categories. Simple random sampling lowers the vulnerability
suitable to the finite size of the sample [23].

Simple random sampling might be pricey and time-
consuming if the population involved a broadly spread
geographical location. It needs a lot of attempts when a dataset
used is large [22]. However, if there is a minority in the
population, they will be diminished.

3) **Systematic random sampling:** The next technique of
probability sampling is systematic random sampling which
makes use of a specific formula to select the sample. The
formula is also known as regular interval [24]. The process of
data selection is initiated by selecting a random data and then
the selection continues at regular intervals [23].

A population can be described based on any characteristics
that are suitable for the studies. The characteristics can be age,
gender, race, location, and others, as long as there are different
characteristics.

Fig. 4 below shows how systematic random sampling
selects the sample from the population.

![Fig. 4. Selection of sample using systematic random sampling](image)

Systematic sampling is to ensure that the whole population
participates in the sampling selection and there is no exception
[22]. Thus, there is certainly a sample from each data category
since all the categories are involved. Similar to simple random
sampling, systematic sampling chooses the sample randomly
and the location of the sample is not important as long as all
the elements are included [22]. Systematic sampling is less
expensive [24].

Due to the calculation that is needed for this technique, it
might be timely and requires lots of effort especially if the
population involved is scattered in the widely spread
geographical area and it is also a challenge to access the
population [22].

4) **Stratified random sampling:** One of the sampling
techniques that uses strata or subgroups of the population is
stratified random sampling. Stratified random sampling uses a
subgroup to give an equal possibility to select data randomly
from the strata [21]. The population is grouped into similar
characteristics and the sample is selected randomly from the
subgroup [22]. Stratified sampling is derived from the simple
random sampling; hence the sample frame is needed. Fig. 5
below shows how stratified random sampling is selected from
the population.

![Fig. 5. Selection of sample using stratified random sampling](image)

The advantage of stratified random sampling is the
researcher can collect samples from each of the strata and the
sample size will be different from each stratum [22]. Stratified
random sampling also collects samples from the minority
population, hence there is no exception between the majority
population and minority population [22]. Thus, stratified
sampling can represent the actual data population [25].

However, stratified random sampling is costly, timely and
requires a lot of effort due to the subgroup process and
randomly selected samples [20, 25]. If the population is not sub
grouped into the same characteristic, the entire research may be
useless [20]. Hence, before proceeding to select the samples,
the researcher must make sure that the population has been sub
grouped correctly based on the characteristics.

5) **Cluster sampling:** Cluster sampling is a sampling
technique where the samples of the population are from a
geographical area that is spread and possible to be accessed
simultaneously [21]. The researcher splits the population into
clusters based on the geographical area and later extracts the
sample from the cluster. Cluster sampling is similar to simple
random sampling as the samples are randomly selected from
the cluster. Fig. 6 shows how samples are selected from the
population using cluster sampling.

![Fig. 6. Selection of sample using cluster sampling](image)

If the population is widely spread over a geographical area,
cluster sampling can lessen the cost, time, and efforts
Cluster sampling requires less effort and time because the population can be visited once. Moreover, cluster sampling does not need to define the number of clusters prior to processing [27]. The number of clusters is defined after the whole population has been clustered. According to [28], cluster sampling does not require additional information while the algorithm is applied to the population. By using hybrid models, it can enhance the variances for the data [29].

However, cluster sampling might not perform the true diversity of the population [30]. Moreover, biases and systematic errors could happen sometimes. In addition, after the cluster sampling has been applied to the population, it might be challenging to do a correction to the sample [27, 28].

6) Multi-stage sampling: The last sampling technique of probability sampling is multi-stage sampling. Multi-stage sampling is similar to cluster sampling where the population is sub grouped into the same cluster and a sample from the cluster is selected in the next process [21].

The advantages of multi-stage sampling are time and cost efficiency. This is because the population is sub grouped into the same category and samples from the subgroup are selected at a later stage [22] which reduced the process flow. The disadvantage of multi-stage sampling is the sample does not represent the population if the selected clusters do not capture the characteristics of the population [22].

7) Non-probability sampling: Another type of sampling technique is non-probability sampling where selection is not random. The dataset for this type of sampling does not need to be precisely defined. Unlike probability sampling, non-probability sampling can be used either for specific and general categories.

The advantage of using the non-probability type of sampling is that they require less effort and less time to generate the sample [22]. However, their disadvantage is that they are easily exposed to systematic errors and bias issues [20]. Thus, the samples at times might not be an accurate representation of the population [20].

There are a few sampling techniques that fall under non-probability sampling, which are convenient sampling, snowball sampling, quota sampling, and judgment sampling.

8) Convenient sampling: Convenient sampling is the process of selecting sample subjects based on their availability and accessibility [24]. It is common for researchers to conduct interviews from the available pool of respondents as shown in Fig. 7. It is not the researchers’ concern if the selected data fail to represent the population.

With this kind of method, data could be collected through online channels where respondents are those who are willing to spend time in the data collection process [31]. Thus, it takes less effort. However, convenient sampling is easily facing problems of biasness and systematic error.

9) Snowball sampling: Another non-probability sampling technique is snowball sampling. Snowball sampling is where the researcher makes the first arrangement with a small group of people that are relevant to the subject and uses them as the criterion to contact other people [21]. In other words, data are collected form a small group of respondents and through them, more responded are identified as illustrated in Fig. 8.

The technique is suitable when the population is not located in a particular area [24]. It is also suitable for scarce and very small population [22]. Thus, there may occur biases and systematic errors due to non-random network connection [20].

10) Quota sampling: Quota sampling is also categorized as non-probability sampling. Quota sampling is commonly used if the elements of the population is not matched with another characteristic of the criteria that has been defined. The population is sub grouped into its same elements and the quota is set for each subgroup.

The advantage of quota sampling is every single subject in the population has its own subgroup. Compared to stratified sampling, quota sampling is less time consuming and inexpensive [22]. However, quota sampling might not be the best method to represent the whole population. Hence, it cannot counter issues where generalizability needs to be made [20].

11) Judgmental sampling: Judgmental sampling is the sampling where the subjects of the population are selected by the researcher [20]. The process starts with the researcher generally evaluating the population’s characteristics. From there, samples are selected with the aim that they represent the whole population as illustrated in Fig. 9.

There are not many researchers who use this sampling technique because the researcher's judgment might be biased [22].
In short there are various sampling techniques, and they can be grouped into probability and non-probability. Each has its own behaviors and characteristics. Thus, the next section answers the RQ2 where the sampling techniques differences are analyzed.

B. RQ2: What are the Distinct behaviours of these Techniques?

To answer research question 2 (RQ2) about the distinct behaviors of the sampling techniques, this section compares and contrasts these sampling techniques. Table IV shows their comparison.

<table>
<thead>
<tr>
<th>Sampling Techniques</th>
<th>Use sample</th>
<th>Costly</th>
<th>Bias problem</th>
<th>Timely</th>
<th>Sample represent population</th>
<th>Lots of efforts</th>
<th>Systematic error</th>
<th>Size of population</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simple Random Sampling</td>
<td>Yes</td>
<td>Depends</td>
<td>No</td>
<td>Depends</td>
<td>Yes</td>
<td>No</td>
<td>-</td>
<td>Large</td>
</tr>
<tr>
<td>Systematic Random Sampling</td>
<td>Yes</td>
<td>No</td>
<td>-</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>-</td>
<td>Large</td>
</tr>
<tr>
<td>Stratified Random Sampling</td>
<td>Yes</td>
<td>Yes</td>
<td>-</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>-</td>
<td>Large</td>
</tr>
<tr>
<td>Cluster Sampling</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>Large</td>
</tr>
<tr>
<td>Multi-stage Sampling</td>
<td>Yes</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>Large</td>
</tr>
<tr>
<td>Convenient Sampling</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>-</td>
<td>Yes</td>
<td>Yes</td>
<td>From small to large</td>
</tr>
<tr>
<td>Snowball Sampling</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>From small to large</td>
</tr>
<tr>
<td>Quota Sampling</td>
<td>Yes</td>
<td>No</td>
<td>-</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>-</td>
<td>Small</td>
</tr>
<tr>
<td>Judgmental Sampling</td>
<td>No</td>
<td>No</td>
<td>-</td>
<td>No</td>
<td>-</td>
<td>Yes</td>
<td>-</td>
<td>From small to large</td>
</tr>
</tbody>
</table>

The comparison involves a group of probability and non-probability sampling techniques which have been introduced in the earlier sections. The comparison involves a few attributes which are sample, cost, bias problem, time-consuming, population representation, efforts used, systematic error and size of population.

In terms of costing, stratified technique is more costly as compared to others. On the other hand, costing for simple random sampling depends on the dataset size. The bigger the size the more cost involved. Sampling techniques that are less costly are systematic random sampling, cluster sampling, convenient sampling, snowball sampling, quota sampling and judgmental sampling.

Next attribute that is important in the area or sampling is bias. Sampling techniques that are prone to bias are cluster sampling and snowball sampling. Meanwhile, simple random sampling is the least with the issue of bias.

Timely is another attribute for comparison. Sampling techniques that are timely to be executed are systematic random sampling, stratified random sampling and snowball sampling. On the other hand, sampling techniques that are not commonly related to timely issues are cluster sampling, quota sampling and judgmental sampling. While simple random sampling depends on the size of population or dataset. The bigger size, the longer sampling process.

In terms of accurately representing population, the sampling techniques are simple random sampling, systematic random sampling, and cluster sampling. Meanwhile, quota sampling is not included in this group of accurately representing the population.

Besides, effort is another attribute of sampling techniques that differ from each other. Systematic random sampling, stratified random sampling, snowball sampling and judgmental sampling require more effort for implementation. On the contemporary level, simple random sampling, cluster sampling, convenient sampling and quota sampling are categorized as less effort when it comes to implementation.

Systematic error is another vital attribute of sampling technique that needs to be compared. Cluster sampling and snowball sampling are prone to systematic error. While for other sampling techniques, it could not be identified whether they are prone to systematic error.

Lastly, population size varies with sampling techniques. Different techniques are suitable for different population sizes. Techniques that use large populations are simple random sampling, systematic random sampling, stratified random sampling, cluster sampling and multi-stage sampling. On the other hand, quota sampling is suitable for a small population. However, convenient sampling, snowball sampling and judgmental sampling need two steps. Thus, the first step is to make use of the small population and the population will grow with time.

C. RQ3: What is the Outcome of these Techniques in Various Dataset and Application

This section is to identify the various applications of the sampling techniques based on the previous research.
The discussion starts with probability sampling and continues with a non-sampling group of techniques.

1) **Probability sampling:** This section discusses the application of various probability sampling in various areas.

2) **Simple random sampling:** Many previous studies used simple random sampling as the technique in their studies. According to [32], to find the random information that is adjacent to the expected distribution, the anticipated distribution and the sampling distribution are extracted frequently by using simple random sampling. The purpose of extracting frequently is to make sure that the population is placed randomly and not follow any arrangement. By combining the simple random sampling technique with Arithmetic Mean which is then known as Random Sampling-Arithmetic Mean (RS-AM), it could reduce the data conflict and increase the sampling accuracy [32]. The benefit of using RS-AM is that an efficient calculation method could be achieved if the distance function is used effectively [32].

Based on [33], block pool is the output of I-sampling. It is also known as the block-based sampling method. It is used with data that has almost similar probability distribution.

The sampling process start with splitting a large dataset into non-overlap data. Next, block pools are created. Finally, the data blocks are randomly selected from the block pool. This is to ensure data are selected fairly and without bias.

In addition, by using distinct data sizes to randomly extract the documents especially in medical, the chances of certain words appearing in the documents and sentences are high. Identifying the distance between target words in different dimensions is used to categorize the documents and to differentiate the documents. Each alphabet has its own size and distance between each stroke. For the word centroids distance training, random sampling is applied to verify the accuracy of the output and the variety of the selected documents [30, 48].

Simple random sampling can also be used to allocate resources to the network and all subsystems in the Markov chain [31, 34]. It has been proven that simple random sampling can be used in the network and not limited to dataset. Due to the power supply and network restraint, it is suitable to make a schedule especially a wireless network system that incorporates the immense number of nodes. Scheduling is used to ensure the stability of performance specification in the network systems. Scheduling performs independent control loops based on the requirement and overall network supplies.

3) **Systematic random sampling:** Systematic sampling technique is used in an alternative method to estimate the Banzhaf-Owen value in a large class of TU games with scientific [32, 34]. The systematic sampling technique is suitable with the arrangement of a priori unions. Systematic sampling is used as a technique in this study because this technique can handle memory size issues and can reduce massive situations.

In addition, Stochastic bilevel programming is a program that has randomness in the problem, hence it will face problems with computationally expensive and challenging [33, 34]. The randomness that happens in bilevel programming is the randomness property and hierarchical nature of optimization. Systematic sampling is chosen as the algorithm because this technique will determine a representative from the leader's opinion and hybrid particle swarm optimization procedure.

Another application of systematic sampling is to measure the correlation of two objects. The correlation is defined as the max-min distance between two points set and could identify the parallel between two points [34, 48]. A Measure two-point set is known as Hausdorff distance or HD. HD is difficult to figure out because of a very massive scale point set and at the same time to assure the certainty of HD. Systematic sampling is chosen as the algorithm because it spends less time to choose the sample and achieve maximum dispersion of the sample and the starting point of this sampling is selected random samples [34, 48].

4) **Stratified random sampling:** Stratified sampling is a widely used tool for variance reduction used for failure probability estimation. This study merges the stratified sampling with importance sampling and stratified importance sampling. Stratified sampling is used to reduce the samples to approximately a failure probability with the same coefficient of variation [34, 35].

The common use of stratified sampling is to subgroup the population [34, 36]. Then samples are selected from the subgroup. The sample size is to resolve the strata by acknowledging the compatibility between sampling design and load research objectives. The population from the study consists of electricity tariffs, contract power, geographical area, and region type. Stratified random sampling subgroups the population into the same categories.

In the study conducted by [37, 48], stratified sampling is used to preprocess the wastewater condition dataset that has a sophisticated nonlinear relationship, performance, and MLR models that are not good. The researcher partitions the dataset into different subgroups and selects data points from distinct strata for different purposes. Stratified random sampling trains and tests the dataset that contains the same proposition of each class label [37].

5) **Cluster sampling:** A study conducted by [38] stated that the cluster sampling technique is applied to get a sample from Java software that consists of a similar system and to display the differences between the clusters. The software is grouping into the cluster using the CrossSim algorithm to observe the similarities. After finding out the similarities, the software is clustered using cluster sampling. Lastly, to extract the description of the project and group the systems based on the extraction. Python implementation of the Latent Dirichlet Allocation (LDA) is used.

Moreover, the clustering technique can be used as an alternative technique for subdividing the input space especially involving the high-dimension input spaces and to model MFs into partitions. This study uses the cluster sampling approach initialized ANFIS and MF which can take the entire advantage of intrinsic data distribution. The cluster sampling is used to develop ANFIS nearest-neighbourhood and to allow the online
generation of advanced rules by excluding the nearest-neighbourhood that is not effective anymore [20, 39].

On the other hand, conditional cluster sampling is used as the approach for the current pandemic around the world that is COVID-19. This study is conducted by [40] where conditional cluster sampling is used to test patients in pools rather than individual testing by using a numerical method, statistical data, and machine learning. After the output has been generated for each pool, the researcher makes a decision either to continue the testing or abort it. Conditional cluster sampling is applied to cluster the population depending on the patients' condition. The major reason behind this study is the possibility of COVID-19 critical patients is higher than other patients' diseases.

Lastly [41] stated that the cluster sampling is not efficient as SRS, but it is cost-efficient in the statistical information that is to come across a wide geographical area. Cluster sampling is the most economical when a group of the population element establishes a sampling unit than a single element [41].

6) Multi-stage sampling: There are a few studies that used multi-stage sampling as the approach. One of the studies is conducted by [42], where the multistage sampling is the extension to the acceptance sampling technique where the inspection happened several times and only accepted if it travelled as such it covered all stages. This approach is called the multi-stage acceptance technique when the starting test is pursued by the next inspections.

7) Non-probability sampling: This section discussed the non-probability type of sampling technique.

8) Snowball sampling: The study conducted by [43] stated that snowball sampling is used when it is difficult to approach subjects with distinct characteristics. The study used qualitative research which coordinates the approach of describing people's experiences and internal feelings. This research collects data with a different approach such as interviews, observations, focus groups, narratives, notes, reports, and a review of archives. Snowball sampling assembles the information to approach specific groups of people.

Moreover, [44] using snowball sampling to create samples from simulated networks and cut down the distance from network statistics across network sizes. In this study, snowball sampling generates samples with an identical number of waves and seeds as the samples taken from simulated population networks.

Besides, snowball sampling is used to identify the effectiveness of assumptions about the existence of effects such as network closure and attribute homophilies [45]. This study uses snowball sampling to generate specimens of nodes in a network by applying the network structure itself that can be represented as follows.

Lastly, snowball sampling starts with the entity that has preference characteristics and uses that individual's connection to attract other people with the same characteristics [46]. This study uses a snowball sampling to gain information about the mothers with children that have developmental disabilities. Mothers are requested to pass the information to other mothers that might have a child that suffered from developmental disabilities. However, previous studies for judgmental sampling, quota sampling, and convenient sampling are quite difficult to find.

IV. Conclusion
There are two main types of sampling techniques which are probability sampling and non-probability sampling. The sampling techniques that fall under probability sampling are simple random sampling, systematic random sampling, stratified random sampling, cluster sampling, and multi-stage sampling.

The population involved in the probability sampling can be large as the sampling techniques take the samples directly from the population. Hence, the large population should ensure that the output generated is correct and accurate. Each sampling technique in probability sampling has its methods or calculation to take samples from the population.

The sampling techniques for the non-probability sampling are convenience sampling, snowball sampling, quota sampling, and judgment sampling. The majority of the sampling techniques in the non-probability sampling are suitable for small populations. Thus, most researchers use this sampling technique in their research because of the population size.

On the other hand, non-probability sampling is not quite popular among researchers because of the small population. This can lead to inaccurate output. Therefore, in this paper, there are sampling techniques in non-probability sampling that do not have previous studies. Besides, non-probability sampling majorly uses primary data which could become a burden to researchers.

Probability sampling is usually used by the researcher because the data can be primary and secondary. Hence, the researcher can choose how to gather the data (primary or secondary). Moreover, probability sampling uses a large population that can lead to accurate results because of the number of the population involved in the research.

To make researchers to understand the pattern well, researcher can visualize the graph. One of the well-known visualization graphs is parallel coordinates as it can be used for large and multi-dimensional data set visualization [46, 47]. One of benefits of using parallel coordinates graph is the ability to identify the relationship of multivariate data [20].
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