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Abstract—The expeditious flow of information over the web 

and its ease of convenience has increased the fear of the rampant 

spread of misinformation. This poses a health threat and an 

unprecedented issue to the world impacting people’s life. To 

cater to this problem, there is a need to detect misinformation. 

Recent techniques in this area focus on static models based on 

feature extraction and classification. However, data may change 

at different time intervals and the veracity of data needs to be 

checked as it gets updated. There is a lack of models in the 

literature that can handle incremental data, check the veracity of 

data and detect misinformation. To fill this gap, authors have 

proposed a novel Veracity Scanning Model (VSM) to detect 

misinformation in the healthcare domain by iteratively fact-

checking the contents evolving over the period of time. In this 

approach, the healthcare web URLs are classified as legitimate or 

non-legitimate using sentiment analysis as a feature, document 

similarity measures to perform fact-checking of URLs, and 

incremental learning to handle the arrival of incremental data. 

The experimental results show that the Jaccard Distance 

measure has outperformed other techniques with an accuracy of 

79.2% with Random Forest classifier while the Cosine similarity 

measure showed less accuracy of 60.4% with the Support Vector 

Machine classifier. Also, when implemented as an algorithm 

Euclidean distance showed an accuracy of 97.14% and 98.33% 

respectively for train and test data. 

Keywords—Document similarity; fact-checking; healthcare; 

incremental learning; misinformation; sentiment analysis 

I. INTRODUCTION 

The exponential growth of the internet and World Wide 
Web (WWW) and its ease of convenience, has led to an 
information flow expeditiously. Social media, especially 
Facebook and Twitter have become major sources for 
information sharing. The expediency, diversified knowledge, 
and reasonable cost attract the users of the internet to access 
and share information online, leading to a rapid generation of 
information [1]. In the healthcare domain, an enormous 
volume of health and medical-related material is accessible 
online. It was observed that physicians choose the web as a 
valuable information resource for medical practice, education, 
or learning as well as decision support while patients surf the 
internet for information on diseases, infections, and their 
indications. For example, 65% of users prefer the internet to 
search health-related topics [2, 3, 4]. According to the survey 
in 2017, by Pew Research Center, 88% of American people 
have quick access to the internet at home and 81% of them get 
updates of news from the internet [5]. Therefore, it can be 

determined that the users make maximum usage of the internet 
for information access. 

However, the material made available online doesn’t 
guarantee quality as well as correctness. The credibility and 
veracity of information is a major concern as it may lead to the 
rampant spread of misinformation [3, 4]. Misinformation is 
inaccurate or incorrect information that can be verified with 
available facts. The misinformation or false information may 
appear in various forms like fake news, rumor, satire news, 
hoaxes, misinformation, disinformation, etc. This massive 
spread of misinformation over the web has detrimental effects 
on people’s life [6]. 

Apart from the existing health crisis, the spread of the 
ubiquitous problem of misinformation poses additional health 
threats and presents another unprecedented issue to the world 
[7, 8]. This creates a severe effect on people’s life and medical 
experts as well [9]. For example, during the recent Covid-19 
pandemic, misinformation about ingesting fish tank cleaning 
products can cure the virus or 5G networks generate radiations 
that triggers the virus or statement like “coronavirus is just 
like the flu” or “coronavirus is an engineered bioweapon” had 
an impact on people that they started believing the 
misinformation. Such misinformation causes panic amongst 
citizens and may lead to death [5, 10]. During 2014, Ebola 
outbreak, misinformation on the web and social media about 
some products which can cure Ebola had led to deaths [2]. 
Another example, misconception about the measles, mumps, 
and rubella (MMR) vaccine producing autism had a negative 
societal impact. Therefore, detecting misinformation has 
become a necessity to provide timely, verified, and credible 
information to the users in a way that can benefit society as a 
whole. Failure to meet this requirement can promote the 
misuse of misinformation which has adverse effects [1, 5, 10]. 

Researchers have been passionate about finding solutions 
to the misinformation detection problem. For example, 
recently, big social media companies like Facebook, Twitter, 
and Google have developed machine learning and deep 
learning-based models to detect misinformation on Covid-19 
related posts and ads. In this, Facebook reported that they have 
had identified and deleted around 50 million posts on Covid-
19 while Google and Twitter have taken corrective actions to 
remove scammer ads on face masks, hand sanitizers, etc. [10]. 
However, simply detecting misinformation cannot guarantee 
the veracity or credibility of information. Hence, fact-
checking has an increasing demand for veracity scanning of 
information that can classify information as true or false [11]. 
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Fact-checking is assessing the truthiness of information 
that is under investigation in an attempt to identify whether the 
information is factual [11, 12]. Automatic fact-checking refers 
to checking the truthiness of the information repeatedly based 
on all available data and classifying it into True, False, Mostly 
True, Mostly False, and Half True. According to [12] the 
process of fact-checking involves identifying the context of 
the claim, identifying new and previously fact-checked claims, 
and performing fact-checking with existing verified. 
According to the literature, there are three main techniques to 
perform fact-checking based on the evidence used to 
determine the veracity of the information. The first is the 
reference approach, these are based on valid or recognized 
sources and claims which are fact-checked beforehand. 
Second, knowledge graph approaches, which are based on 
subject-predicate-object triples for fact-checking [2]. The third 
category is contextual approaches, which involve perceptive 
about societal and other context-related claims. Many 
researchers have developed models and fully automated tools 
like VERA and Claimbuster to fact-check claims in all three 
categories. The knowledge graphs and contextual approaches 
showed higher accuracy values on author-generated datasets 
but accuracy decreased on different datasets like FEVER and 
HeroX reaching between 50% and 65% whereas reference 
approaches succeeded between 77% and 82%. These results 
reveal that automated fact-checking is a challenging task to 
resolve fully [12]. 

The main challenges in the automated fact-checking 
process involve 1) unavailability of standard annotated 
datasets in a specific domain. For example, fact-checking 
websites like politifact.com or fact-check.org mainly focus on 
specific domains viz. politics, news, etc. Thus, obtaining 
comprehensive datasets from these websites in a certain 
domain is not possible. 2) Expert and human annotation is 
extremely time-consuming and costly. It was studied that the 
most reliable approach in misinformation detection is to 
perform human expert-based fact-checking of data. However, 
with the large volume of data and the haste with which the 
misinformation is generated and disseminated uncontrollably, 
manual fact-checking is become time-consuming and might 
not be able to stop the impact of misinformation in its early 
stages [7]. 3) Verifying the truthiness of contents with the 
knowledge base. Therefore, there is a pressing need to design 
a dynamic and automatic fact-checking model to detect and 
verify healthcare misinformation [7, 12, 13]. 

Hence, to deal with data drift occurring in the model and to 
detect misinformation by iteratively performing fact-checking 
the authors have proposed a Veracity Scanning Model (VSM) 
using a combination of techniques viz. incremental learning, 
sentiment analysis, and standard document similarity measures. 

A hybrid approach of incremental learning, sentiment 
analysis, and document similarity can help to detect 
misinformation as well as perform fact-checking with already 
verified data, and also handle the newly arriving chunk of data 
on the web automatically. Following are the research 
objectives. 

1) To develop a methodology to perform automatic fact-

checking using standard document similarity measures viz. 

Euclidean Distance, Jaccard Distance, and Cosine Similarity 

and classify healthcare URLs as Legitimate or Non-Legitimate 

using Veracity Scanning Model (VSM). 

2) To evaluate and validate the performance of the 

proposed model. 

The remaining section of the paper is structured as 
follows: Section II discusses the literature, Section III explains 
the methodology and Section IV highlights the results and 
discussion followed by Section V conclusion and future 
enhancements. 

II. LITERATURE SURVEY 

This section discusses various techniques used in the 
literature to tackle above mentioned challenges. Section A 
describes the reason behind using incremental learning, 
section B elaborates on misinformation detection techniques 
and section C focuses on fact-checking methods. 

A. Incremental Learning Approach 

The classic problem of false information or 
misinformation detection and fact-checking deals with the 
static data and does not consider the streaming nature of the 
data. The profile of information classified as true and false 
may change over time. This results in a phenomenon called 
concept drift of data drift. In the literature, the researchers 
have fingered such problems using techniques like ensemble 
learning, or incremental learning [14, 15]. The technique of 
ensemble learning involves dividing the data stream into small 
chunks and then training each of the data chunks with 
different classifiers and ultimately choosing the best classifier. 
These types of algorithms are recommended to handle sudden 
or rigorous concept drift and are not much suitable for 
incremental drift of data [14]. In [15] the authors have used 
ensemble learning technique with online Bagging with 
classifiers viz. multi-layer perceptron, Gaussian Naïve Bayes 
Hoeffding Tree. Incremental Learning (IL) techniques 
iteratively learn knowledge from newly arriving data without 
forgetting previously learned knowledge without retraining the 
model on a complete dataset. Thus, the necessity of the 
availability of whole labeled data vanishes. Hence, the 
incremental learning approach is considered to be more 
suitable to handle smooth concept drifts, and have better 
performance on efficiency [16, 17, 18 19]. In the literature, 
researchers have used incremental learning techniques to 
detect fake news using Artificial Neural Networks (ANN). 
However, ANNs suffer from catastrophic forgetting which 
lowers the performance of the model as data streams arrive 
[20]. The deep learning and neural network-based techniques 
can classify short text appearing sequentially but require large 
memory space and training time, thus reducing the 
performance of the model [19]. Therefore, a novel incremental 
approach of VSM can be efficiently used to classify the 
textual data of false information or misinformation. 

B. Detecting Misinformation using Sentiment Analysis 

Detecting misinformation has gained researchers' attention 
and is widely focused on politics and mass communication 
areas. However, less attention is paid to the healthcare 
domain. The healthcare-related misinformation is studied in 
five different categories mainly communicable diseases, 
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infections like Zika Virus, Ebola, influenza, etc., chronic non-
communicable diseases, diet and nutrition, smoking, and water 
safety. The selection of the right features plays a key role in 
detecting misinformation. In the literature, researchers have 
focused on several types of features like syntactical, user-
specific, image-specific, sentimental, etc. However, 
sentimental features are found to be the most effective in 
determining the percentage of misinformation in a document 
[6, 21]. In [22, 23] authors have focused on sentimental 
features for healthcare misinformation detection. Thus, in this 
research authors have considered the sentimental features as a 
central feature. 

C. Fact-Checking using Incremental Learning 

The baseline approach for automatic fact-checking using 
referencing is finding the resemblance among new statements 
with already fact-checked statements such as Jaccard 
Distance, Cosine Similarity, Euclidian Distance, Manhattan 
Distance, etc. [24]. However, the static model can’t cope up 
with incremental data popping up over a period of time. Thus 
techniques like incremental learning should be adopted. 
Incremental learning is the process of adapting to the newly 
arriving data, without the need to reprocess the old instance 
but remembering previously learned knowledge. In a research 
incremental learning was adopted to identify new features and 
new classes as the documents evolve over the time period with 
the help of incremental neural network based on neural 
perceptron [25]. To classify documents based on security, a 
methodology consisting of the combination of incremental 
learning and similarity features was proposed. Incremental 
learning is achieved through documental representation and 
similarity is measured by fetching sentence features. The 
classification process is based on security labels of already 
classified documents [26]. In another research, incremental 
learning for Hierarchical Dirichlet Process (HDP) was used 
with partial supervision i.e. the training data contains a 
mixture of labeled and unlabeled documents. Incremental 
learning is considered for newly arriving data without 
referring to previously learned data and also maintaining the 
robustness and consistency of the model. It was observed that 
the partially labeled dataset makes an important contribution 
to achieving good accuracy. The model also introduces 
granular computing to handle unlabeled data [27]. Thus, to 
update the model automatically after the arrival of new data 
and consequently classify/cluster the newly arriving 
documents either into a fixed number of classes or identify 
new classes or generate new features for document 
classification or clustering, it is a good approach to combine 
incremental learning and document similarity techniques [24, 
28, 29]. In the author’s previous work [1], a fact-checking 
model was proposed to find misinformation in the healthcare 
domain. In this research, authors have proposed a new 
technique of threshold computation function to classify URLs 
as legitimate or non-legitimate along with incremental 
learning to deal with data drifts occurring over the period of 
time and perform fact-checking. 

D. Potential Research Gaps Identified 

Following is the summarized list of potential research gaps 
identified through extensive literature from section A, B 
and C: 

1) The research work conducted previously does not 

tackle the problem of incremental data appearing at different 

interval of time while dealing with the misinformation 

detection problem. 

2) To the best of the author's knowledge, detecting 

misinformation via fact-checking is not studied extensively in 

the literature. 

3) Recent techniques in this area focus on extracting 

features from the text and classifying the text as true or false. 

However, the authors found that the veracity of information 

plays a significant role in the classification of misinformation. 

III. METHODOLOGY 

The Veracity Scanning Model (VSM) detects and 
performs fact-checking of healthcare data using an 
incremental learning approach. VSM consists of three main 
phases viz. Monitoring, Spotting, and Checking. These phases 
are generated based on the fact-checking process model 
defined in the literature [12]. The Monitoring phase consists of 
fetching healthcare URLs and generating sentimental Bag-of-
Words (s-BoW). The spotting phase includes extracting 
features and detecting misinformation based on features 
extracted. The checking Phase consists of performing fact-
checking and ultimately classifying URLs into True or False. 
This section elaborates on the working of every phase in 
detail. Fig. 1 displays the detailed methodology of Veracity 
Scanning Model (VSM) architecture, comprising of both 
iterations, diagrammatically. 

1) Fetch healthcare-related web URLs:  In this research, 

the authors have considered a document as a web page or 

URL text. Thus, to fetch the web URLs the authors have 

collected URLs from the Google search engine by using the 

set of keywords related to the healthcare domain. The list of 

25 predefined keywords related to the healthcare domain 

along with their synonyms is maintained to get appropriate 

search results. The authors have collected 1000 URLs. Apart 

from these 1000 URLs, authors have fact-checked 200 URLs 

from healthcare based on expert opinions, existing valid 

datasets, and manual checking. This dataset of 200 URLs is 

used for Fact-checking. 

2) Sentimental Bag-of-Words (s-BoW): In this phase, the 

textual contents of each URL are scrapped using a web scraper 

developed as a part of this research. The newly designed web 

scrapper can fetch only healthcare-related contents from the 

URL and remove non-healthcare-related contents. In the pre-

processing stage, punctuations, single characters, stop words 

and duplicate data are removed thus reducing the size of the 

corpus and removing unwanted information appearing in the 

text. Further, a sentimental Bag-of-Words (s-BoW) related to 

the healthcare domain is developed. Initially, s-BoW contains 

manually identified and labeled sentimental words from the 

healthcare domain. This s-BoW evolves and grows as the 

model fetches and extracts new URLs incrementally. 
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Fig. 1. Diagrammatic Representation of Methodology with the use of ‘Veracity Scanning Model (VSM).

3) Feature extraction: In this phase, required features are 

extracted from the text using Term-Frequency (TF). The 

features extracted include a number of positive and negative 

words, count of words, nouns, pronouns, adjectives, and 

distances. The final list of features is the same as that used in 

the author’s previous work. 

4) Change detection: In the second and subsequent 

iterations, URLs are fetched to detect changes in the contents. 

The changes are detected based on the change in the word 

count, sentimental words, and sentence polarity. These 

changes are recorded and features are updated accordingly. 

Also, the sentimental Bag-of-Words is updated based on the 

newly arriving sentimental words. This helps to identify 

misinformation on new content. 

5) Detecting misinformation, perform fact-checking, and 

classify URLs: This phase involves detecting the percentage of 

misinformation in URLs and categorizing them into True or 

False using a state-of-the-art classifier. The methodology to 

perform fact-checking is based on the author’s previous work 

[1]. In this research, authors have devised a threshold-based 

fact-checking algorithm to perform fact-checking. The 

classification of URLs is based on the threshold value 

generated. An algorithm to compute the threshold value is 

shown in Fig. 2. Once the URL is fetched, the distance 
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between the incoming URL is computed with one of the URLs 

from the legitimate URL set using standard distance measure 

formulas of Jaccard Distance, Euclidean Distance, and Cosine 

Similarity [1]. The process is repeated for all the 2000 URLs 

at time T2. Further, a threshold value is computed by finding 

an average of all the distances of all the URLs. Thus, URLs 

are classified based on this threshold value. Apart from these 

classifications, Euclidean distance, Jaccard distance, and 

cosine similarity are used as a feature. The five state-of-the-art 

classifiers are used for classification viz. Logistic regression 

(LR), Support Vector Machine (SVM), Naïve Bayes (NB), 

Decision Tree (DT) and Random Forest (RF). 

Input: URL 

Output: 1. Classification of URLs into Legitimate 

or Non-Legitimate 

Algorithmic Steps: 

1. Compute distance of URL w.r.t 

Legitimate URLs using Jaccard, 

Euclidean, and Cosine similarity 

measures 

2. Compute threshold value T1 using 

distance with respect to Legitimate URLs 

separately for each distance measure. 

 

𝑇1 =
∑ 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 𝑜𝑓 𝑎𝑙𝑙 𝑖𝑛𝑐𝑜𝑚𝑖𝑛𝑔 𝑈𝑅𝐿𝑠

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑈𝑅𝐿𝑠
  

 

3. if (distance > T1) 

4.  Class= Non-Legitimate URLs 

5. else 

6.  Class= Legitimate URLs 

Fig. 2. A Threshold-based Fact-checking Algorithm for Classifying URLs. 

IV.  EXPERIMENTAL RESULTS AND DISCUSSION 

This section elaborates on the analysis of the results and 
performance of the model. The classification of URLs as 
Legitimate (True URLs) and Non-Legitimate (URLs with 
Misinformation) is performed using state-of-the-art classifiers 
viz. Logistic Regression (LR), Support Vector Machine 
(SVM), Naïve Bayes (NB), Decision Tree (DT), Random 
Forest (RF), and also, threshold-based distance measure 
algorithms. 

A. Performance Evaluation 

The performance evaluation is measured through accuracy, 
precision, recall and F1-score and presented graphically 
respectively through Fig. 3 to Fig. 6 for document similarity 
measures on various classifiers. It can be seen that the RF 
Classifier outperformed the other 79.2% accuracy for the JD 
measure followed by LR Classifier 78.1% accuracy for JD 
Measure. The SVM model showed the least performance with 
an accuracy of 60.4% on the Cosine Similarity measure. 

 

Fig. 3. Accuracy of the Proposed Model in Comparison with Standard 
Distance Measures. 

 

Fig. 4. The Precision of the Proposed Model in Comparison with Standard 

Distance Measures using Machine Learning Classifiers. 

 

Fig. 5. Recall Matrix of the Proposed Model in Comparison with Standard 

Distance Measures using Machine Learning Classifiers. 
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Fig. 6. F1-Score for the Proposed Model in Comparison with Standard 

Distance Measures. 

Tables I to IV show the performance measures of 
accuracy, precision, recall, and F1-score, all in percentage and 
concerning distance measures for the five different classifiers, 
viz. LR, SVM, NB, DT and RF. 

TABLE I. ACCURACY IN PERCENTAGE FOR THE PROPOSED MODEL FOR 

THE DISTANCE MEASURES 

Accuracy 

  ED JD CS 

LR 71.5 78.1 63.8 

SVM 68.9 72.5 60.4 

NB 62.4 74.8 62.9 

DT 66 77.3 65.7 

RF 67.6 79.2 67.2 

TABLE II. PRECISION IN PERCENTAGE FOR THE PROPOSED MODEL FOR 

THE DISTANCE MEASURES 

Precision 

  ED JD CS 

LR 79.91% 80.40% 74.14% 

SVM 78.16% 78.48% 71.90% 

NB 71.45% 79.49% 73.41% 

DT 75.70% 81.83% 75.43% 

RF 77.27% 83.05% 76.38% 

TABLE III. RECALL IN PERCENTAGE FOR THE PROPOSED MODEL FOR THE 

DISTANCE MEASURES 

Recall 

  ED JD CS 

LR 76.93% 89.14% 70.83% 

SVM 74.55% 81.40% 67.41% 

NB 73.36% 84.23% 70.24% 

DT 72.77% 85.12% 72.62% 

RF 73.36% 86.76% 74.11% 

TABLE IV. F1-SCORE IN PERCENTAGE FOR THE PROPOSED MODEL FOR 

THE DISTANCE MEASURES 

F1-Score 

  ED JD CS 

LR 78.39% 84.54% 72.45% 

SVM 76.31% 79.91% 69.59% 

NB 72.39% 81.79% 71.79% 

DT 74.20% 83.44% 74.00% 

RF 75.27% 84.86% 75.23% 

B. Analysis of the Proposed Model (VSM) 

To evaluate the performance of VSM, the authors have 
analyzed the results of VSM at three different time intervals 
T1, T2, and T3. For time T1, the data of 2000 URLs were 
collected and analyzed to detect the percentage of 
misinformation in URLs and classify them into Legitimate or 
Non-Legitimate URLs after performing fact-checking. At time 
T2, once again the 2000 URLs are scrapped to detect any 
changes in the data. The changes are detected based on the 
count total number of words, sentimental words, and sentence 
polarity. Fig. 7 shows the number of URLs changed at time T2 
and T3. It can be seen that at time T2 52 URLs have changed 
while at time T3 22 URLs have shown changes in data. Fig. 8 
and Fig. 11 shows the change in percentage of misinformation 
due to change in incoming data at different time interval T1, 
T2, and T3. Thus, it can be seen from the figures that 50% of 
the URLs show a major increase in the percentage of 
misinformation at times T2 and T3. Another observation is 
that around 20% of the URLs showed a decrease in the 
percentage of misinformation. Also, 6 such URLs showed a 
change in data throughout the three iterations. The fluctuation 
in the percentage of these 6 URLs is shown in Fig. 10. It can 
be seen that 50% of URLs have increased in percentage of 
misinformation. Fig. 12, Fig. 13, Fig. 14 shows the confusion 
matrix of the VSM model for three-time intervals T1, T2, and 
T3. Fig. 9 displays the statistical analysis of the VSM model 
in terms of mean, mode, and standard deviation of legitimate 
and non-legitimate URLs. Hence, it has become a need of time 
to track the changes occurring in the data and update the 
model accordingly to detect and fact-check the newly changed 
data for misinformation increase or decrease. Incremental 
learning plays a key role to handle such a situation. 

 

Fig. 7. Number of URLs changed at Time Interval T2 and T3. 
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Fig. 8. URLs showing the change in Percentage of Misinformation at T1 and 
T2. 

 

Fig. 9. Jaccard Distance Measure based on Mean, Mode, and Standard 

Deviation of the URLs. 

 

Fig. 10. URLs showing the change in Percentage of Misinformation in Three 

Iterations. 

 

Fig. 11. URLs showing the change in Percentage of Misinformation at T1 and 

T3. 

 

Fig. 12. Confusion Matrix at Time T1. 

 

Fig. 13. Confusion Matrix at Time T2. 
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Fig. 14. Confusion Matrix at Time T3. 

To evaluate the performance of the model on incremental 
data, 1000 URLs data was converted into five iterations. Each 

iteration has 200 URLs with a train and test split of 60% and 
40% respectively. The threshold values for three distance 
measures viz. Jaccard, Euclidean, and Cosine are 0.177, 92.06, 
and 0.27 respectively. It can be seen from Fig. 15 that Jaccard 
distance showed max accuracy of 100% on test data, thus 
leading to model overfitting. However, in successive 
iterations, it showed an accuracy of about 90% to 93%. 
Euclidean distance measure showed maximum accuracy of 
97.14% on training data followed by Jaccard distance and 
Cosine similarity with approx. 95% of accuracy. Also, the 
minimum accuracy for training and test data is 65% and 70% 
respectively using the Jaccard distance measure. Thus overall, 
the Euclidean distance measure performed well compared to 
others for both train and test data with an accuracy of 97.14% 
and 98.33%, respectively. 

C. Comparison of VSM Model with Existing Technique 

The proposed VSM model outperformed [22] in terms of 
accuracy. The work [22] showed the highest accuracy of 
87.6% with random forest classifier using topic, linguistic, 
sentiment, and behavioral features while VSM showed an 
accuracy of 91.67%. 

 

Fig. 15. Accuracy of Similarity Measures based Algorithms for Five Iterations of Incremental Data.

V. CONCLUSION AND FUTURE ENHANCEMENTS 

In this research authors have proposed a Veracity Scanning 
Model (VSM) using incremental learning, sentiment analysis, 
and document similarity approach. VSM overcomes the 
limitations of static models which fail to record changes at 
different time intervals. It was observed that URLs keep 
changing the contents with time and that fluctuates the 
percentage of misinformation in URLs. Therefore, to identify 

trustworthy URLs, especially in the healthcare domain there is 
a need for techniques like incremental learning to be adopted. 
The experimental results show that the Jaccard distance 
measure outperformed other distance measures with an 
accuracy of 79.2% with the Random Forest classifier, whereas 
the cosine similarity measure showed less performance of 
60.4% accuracy with Support Vector Machine Classifier. 
Also, when implemented as an algorithm Euclidean distance 
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showed an accuracy of 97.14% and 98.33% respectively for 
train and test data. 

In the future, the author wants to propose a new distance 
measure algorithm to classify URLs into legitimate and non-
legitimate URLs and compare the performance with standard 
distance measures. 
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