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Abstract—Forex or FX is the short form of the Foreign
Exchange Market, it is known as the largest financial market in
the world where Investors can buy a certain amount of currency
and hold it on until the exchange rate moves, then sell it to make
money. This operation is not easy as it looks; due to the forte
fluctuation of this market, investors find it a risky area to trade.
A successful strategy in Forex should reduce the rate of risks and
increase the profitability of investment by considering economic
and political factors and avoiding emotional investment. In this
article, we propose a trading strategy based on machine learning
algorithms to reduce the risks of trading on the forex market and
increase benefits at the same time. For that, we use an algorithm
that generates technical indicators and technical rules containing
information that may explain the movement of the stock price,
the generated data is fed to a machine-learning algorithm to learn
and recognize price patterns. Our algorithm is the combination
of two deep learning algorithms, Gated Recurrent Unit “GRU”
and Convolutional Neural Network “CNN”; it aims to predict the
next day signal (BUY, HOLD or SELL) The model performance is
evaluated for USD/EUR by different metrics generally used for
machine learning algorithms, another method used to evaluate
the profitability by comparing the returns of the strategy and
the returns of the market. The proposed system showed a good
improvement in the prediction of the price.

Keywords—Forex; trading; machine learning; deep learning;
random forest; technical indicators; technical rules; convolutional
neural network; gated recurrent unit

I. INTRODUCTION

The price of a currency changes over time due to many
macroeconomics and political factors. This price variation
creates a rate of exchange; investors use it to make money
by buying a certain amount of currency and holding it on
until the exchange rate moves, then selling it. This type of
market is called Foreign Exchange Market (FOREX or FX),
and it is known as the largest financial market in the world
[1], [2], [3], [4]. Because of geographical dispersion, the
FX market is characterized by high liquidity, a large volume
of trades, and continuous trades, as the market is open 24
hours a day [5]. Many national and international companies
and financial institutions rely on exchange rate volatility for
their benefits [3]; They are exposed to exchange rates risk,
which poses a severe threat to international trade flows [6].
Traders, who represent over 90% of FX market volume, must
be conscious and aware of the uncertainty since it significantly

influences their investment decisions. However, we can notice
the cyclical nature of the Forex market by using a large-scale
analysis [7]. In the last few decades, the common research
stream was on reducing the rate of risks and increasing the
profitability of investment in the forex [8]; different types
of analyses were employed, such as (i) technical analysis
and (ii) fundamental analysis. According to [9], [10], both
approaches are considered practical tools in forecasting the
price movement.

(i) technical analysis has existed since [11], this method is
based on the use of historical data such as prices, trading vol-
umes, and other data to predict price trends that are expected
to persist in the future [12], [11].

(ii) Fundamental analysis is a method for forecasting
market trends and price movements based on analyzing a set
of economic factors. These indicators include various activities
related to the macroeconomic condition (e.g., government
policies, bank policies, natural disasters, social stability, and
economic trends) [13].

Investors always aim to get an idea of the future price’s
movement; this leads many researchers to propose different
strategies to forecast the price movement by applying several
techniques and methods. One of these methods is technical
analysis, which is based on mathematical calculations of histor-
ical data, which may help investors in trading. [14] provided a
remarkable literature that shows how to estimate the equity risk
premium using technical indicators such as the moving-average
rule, momentum rule, and volume-based indicators. Despite
their widespread use among practitioners, technical indicators
have received significantly less attention in the literature [15].
The technical indicators repose on past data (price and volume)
to identify price patterns and trends believed to persist into the
future [14]. Currently, many types of indicators may help in
identifying trends. Many successful professional traders and
academics have recommended that instead of depending on a
single rule, they combine a variety of technical trading rules
to increase the accuracy of their forecasting models [16], [17],
[9], [18].

In this article, we propose a trading strategy based on
technical indicators and machine learning especially deep
learning. The goal is to forecast the next day’s price direction,
in each prediction the model is fed with specific sequence
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of observation as slid-window, the experiment was done on
different slid-widows; firstly an algorithm generates technical
indicators and target variable called signal (buy, hold, or sell);
after that, the stage of features selection to reduce the high
dimensionality and improve the performance of the model;
prepare the dataset for the model using the sliding-window
approach.

II. RELATED WORK

Recently, new techniques of algorithm trading have come
into existence; thanks to computer and technological progress
[19], a lot of research has been established in several areas,
especially algorithms and finance. However, most transactions
are done electronically thanks to electronic markets, which
helped collect a vast volume of data. Many studies suggested
that the high evolution of global markets requires more and
complex and developed techniques. Researchers have become
interested in resolving electronic financial market problems us-
ing algorithms, especially machine learning algorithms, thanks
to the enormous available volume of historical data. In the past,
much research was carried on forecasting currency exchange
rate, and several techniques and methodologies have been
applied in this field. However, when it comes to successful
trading strategies, fundamental analysis has gotten a lot of
attention in this sector in the past; In this article, we are
interested in machine learning and technical analysis, which
is based on mathematical calculation and technical indicators.

The prediction of currency movements using technical indi-
cators has been discovered firstly by [20] and [21]. According
to Poole’s viewpoint, currency exchange traders’ expectations
are shaped by the historical data of past price trends. Poole
proved that based on specific rules, traders could make profits.
According to these rules, traders can make a decision to buy
or sell. Dooley & Schafar have worked on historical data
from March 1975 to October 1975 trying to predict the next
price direction based on seven different filter rules; they have
proved that information about past exchange rate fluctuations
is profitable when we use the correct filter rules. Traditional
trading methods only use one approach [22]; on the other hand,
algorithmic trading is a process in which a computer, rather
than a human makes a specific investment. These methods can
handle the complicated, non-linear, and dynamic properties
of financial markets and the high frequency of data. Using
appropriate non-linear approaches, such as neural networks,
the suggested economic models could correctly anticipate
future currency fluctuations for periods more extended than
one year [23], [24].

Many studies proposed combining diverse approaches to
improve regression and classification accuracy and perfor-
mance [25]. Numerous researchers have applied machine
learning to build trading strategies, among the machine learn-
ing algorithms, such as Random Forest (RF), support vector
machine (SVM), Logistic regression (LR), Neural Network
(NN). [25] have built numerous models using a bootstrap
approach based on neural networks and combined the output
of these models to forecast currency exchange rates. As a
result, they found that their strategy significantly improved
forecasting accuracy compared to the methodologies as men-
tioned earlier. A random forest algorithm has been introduced
by [26], which made use of bagging to increase classification

accuracy. [27] have described the random forest algorithm as
the top-performing algorithm to predict stock price directions
accurately. A small number of studies have been carried on
forecasting currency exchange rate by using random forest
algorithm; one of these studies was done by [28], they have
used the random forest algorithm in forcasting currency ex-
change rates, and according to Them: random forest algorithm
surpassed the SVM and Multiple Linear Regression methods
predicting the Chinese Yuan correctly.

Intelligent machine learning systems played an important
role and showed impressive performance in modeling and
forecasting data, such as Bitcoin high-frequency price time
series. [29] have employed three different sets of models
of Artificial Intelligence systems in order to forecast high-
frequency Bitcoin price time series, i.e., statistical machine
learning approaches, algorithmic models, and finally, artifi-
cial neural network topologies. They have reported that the
BRNN has exceptional forecasting accuracy as a result. Its
convergence is unobstructed and very rapid; on the other side,
artificial neural networks can imitate human decision-making
thanks to the parallel processing features, even in the presence
of underlying nonlinear input-output relationships in noisy
signal environments. In the pre-market-efficiency era (i.e.,
pre- 1960s), several practitioners and researchers believed that
predictable patterns in stock returns might lead to ”abnormal”
profits for trading techniques [30].

[31], have proposed a theoretical Multi-Agent System for
stock market Speculation. They used four agents: the Meta-
heuristic Algorithm agent, technical indicators, Text Mining
agent, and Fundamental Factor agent. The final decision is
made based on combining the four agent’s results. To forecast
the future trend of the Forex market, [32] has applied deep
neural network techniques. This study aims to help traders
determine if there will be an uptrend or a downtrend, or a
neutral trend in the future. The model performance is examined
over various input data sizes and different window lengths.
Besides, Different threshold values of exchange rate percentage
change are tested to signal an uptrend or downtrend to find a
good decision. The results show that deep neural networks can
correctly predict market direction. Furthermore, according to
the results, the model’s accuracy is maintained throughout a
range of input lengths and threshold values. Another approach
was proposed by [33], to forecast the future price in the next
week; the study showed impressive results to improve the
prediction accuracy by using Random forest. Several recent
research from other domains of application has demonstrated
that the Long-Short Term Memory (LSTM), which is a type
of deep learning that can be utilized to model time series,
outperforms typical machine learning methods.[34] have de-
veloped a predictive model based on LSTM to forecast the next
day’s currency price. The results showed that the appropriate
sequence input length for developing an accurate LSTM model
should be between 9 and 12 periods. Also, training the model
using data from a short period is preferable then training it with
data from an extended period. Finally, re-training the model
regularly with a new dataset can improve the model’s accuracy.
Also [35] used too LSTM to build their trading strategy, but
instead of predicting the next day’s currency price, they tried
to forecast the next day’s price direction, which facilitated
the problem. However, their approach is based on feeding the
model with two different datasets; the first is macroeconomic
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data and the second is technical indicator data; their approach
tries to combine two techniques in one hybrid model, the
fundamental analysis and technical analysis. As a result, their
proposed hybrid model had the best performance in terms of
profit accuracy for predictions in all periods. It reduced the
number of transactions compared to the baseline models.

III. OUR PROPOSITION

A. Datasets

In this research, the dataset used is of the two most-
traded currencies in the world: the United States Dollar (USD)
and the Euro (EURO); the EUR/USD currency pair is the
quotation of two currencies USD and EUR; when trading a
currency pair, the first currency (base currency) is used to
buy the second one ( quote currency). The dataset covers the
period, from January 01, 2014, until January 30, 2021. we
have segregated the datasets into two parts, the first part is
for training the model, and the second is for the test phase.
However, to conserve the temporal order, we have segregated
the dataset non-randomly because the collected data is a time-
series dataset; it is sequential data obtained through repeated
measurements over time, for example, hourly, daily, or weekly.

The goal of this work is to create a good strategy for day
trading, and for that, we have used an OLHCV data, indexed
on the timestamp one day; each row is a one-day observation of
five variables: Open, High, Low, close, and Volume (OLHCV).

1) The Target Variable: In this article, we are trying to
predict the next price direction, but the price feature in the
collected dataset is a continuous variable. To formulate the
problem as a classification problem, we created a new variable
that indicates the decision as a signal (Buy Signal, Sell Signal,
and Hold Signal). First, we determinate a positive number as
a threshold called α. the goal is to compare this parameter
with the log return. When the log return of the current day is
inferior to -α, it indicates that it is an uptrend, so it is a SELL
signal, and when the log return is superior to α , it indicates
that’s a downtrend, so it is a BUY signal; otherwise, it is a
HOLD signal. However, in this case, the type of this variable
is categorical; that is why We have converted this feature using
one-hot encoding, so it can be provided to our algorithms and
fit our model. The threshold (α ): α is between 0 and 1. .
Due to the forte fluctuation of the markets, there will always
be a difference between the prices of the current and the next
day. However, not each movement of the prices should be an
uptrend or downtrend; the operation costs of buying or selling
could be more expensive than the returns. To reduce the noise
and identify the real trends, we compare the log-returns with a
threshold called α to avoid the problem of unbalanced classes
in the datasets, which happen in our case when α is too much

low or too high. However, balancing the dataset artificially will
affect the sequential datasets. We decided to run our algorithm
using different thresholds starting from zero (which led us to
a binary classification problem) to 0.001. when we go with
a threshold higher than 0.001, we are stuck with unbalanced
datasets

2) Technical Indicators: The collected dataset consists only
of five features, Open, High, Low, close, and Volume (OL-
HCV). To add additional information to the original datasets,
we created an algorithm that generates new features based on
mathematical calculations, this type of feature is known as
“technical indicators”.

In general, technical analysts use technical indicators to
understand and analyze the price movement in a specific
market and avoid emotional investments. However, technical
indicators give an idea of where the price might go next in a
given market at a specific time.

In this research, we have used the most-used technical
indicators:

• The Weighted Moving Average (WMA)

• The Exponential Moving Average (EMA)

• The simple moving average (SMA)

• The Relatively Strength Index (RSI)

• The average directional index (ADX)

• The Commodity Channel Index (CCI)

• The Rate-of-Change (ROC)

• The Bollinger Band (BB)

• The Moving Average Convergence Divergence
(MACD)

• The Moving Polynomial trending

Technical analysts may get different results depending on the
chosen parameters, even using the same technical indicators.
So, to train our model with the best parameters of technical
indicators, in our strategy, we generate each technical indicator
on multiple periods, as shown in Table I. The goal is for our
algorithm to identify the best subset of relevant characteristics
predictors and determine the optimal combination of parame-
ters (features).

TABLE I. TECHNICAL INDICATORS AND THEIR PARAMETERS

Technical Indicators (TI) Intervals for TI parameters

SMA Period: [5, 30]
WMA Period: [5, 100]
EMA Period: [5, 100]
RSI Period: [5, 30]

ADX Period: [5, 30]
ROC Period: [15, 30]

Period: Fast [15, 30]
MACD Period: Slow: [20, 35]

Period: Signal: [5, 10]
CCI Period: [5, 30]
BB Period: [5, 30]
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3) Simple Technical Trading Rules: In general, for tech-
nical analysts generating technical indicators is not enough
to build a trading strategy; to reach their goal, they convert
technical indicators into trading rules. in our research, to enrich
our datasets and get the best results, we will use some simple
trading rules such as:

• Simple Moving Average (10) Rule ”SMA(10) signal”{
Buy, ifPRICEt > SMA(10)t&pricet−1 < SMA(10)t−1

Sell, ifPRICEt < SMA(10)t&pricet−1 > SMA(10)t−1

Hold, otherwise

• Simple Moving Average Crossover-Trading Rule
”SMA Crossover Signal”{

BUY, ifsma(10)t > sma(50)t&sma(10)t−1 < sma(50)t−1

SELL, ifsma(10)t < sma(50)t&sma(10)t−1 > sma(50)t−1

HOLD, otherwise

• The Relative Strength Index Signal ”RSI signal”{
Buy, ifRSI < 30
Sell, ifRSI > 70
Hold, otherwise

• the Average True Range rule ”ATR signal”{
Buy, ifpricet−1 +ATR < Pricet
Sell, ifpricet−1 −ATR > Pricet
Hold, otherwise

B. Our Approach

1) Feature Selection: In machine learning, adding more
features improves the accuracy of the model, but using a large
number of features could lead to opposite effects due to noisy
variables, this last reduce the model performance; The solution
is to reduce the high dimensionality of the dataset by selecting
the features that can add more information and contribute most
to the prediction. The authors in [36] have specified the goal
of features selection in three parts: improving the prediction
speed, interpretation of predictors easily, and providing a better
understanding of them, improving the prediction performance
by eliminating the noisy features. The authors in [37], [38],
[39] have categorized most existing feature selection algo-
rithms into four main classes: similarity-based, information-
theoretical-based, sparse-learning-based, and statistical-based
methods. In our research, we used feature selection techniques
to reduce the number of inputs from more than 150 variables
to less than 30, we kept just the most important features.

2) Convolutional Neural Network: A convolutional neural
network (CNN, or ConvNet) is a type of deep neural network;
its name is taken from mathematical linear operation between
matrixes called convolution. The connectivity patterns between
its neurons are inspired by the organization of the animal vi-
sual cortex. The convolution technique allows for recognizing
visual patterns in input data [40]. As with any Artificial Neural
Network, CNN has Multiple layers, and the convolutional
layer is the most important. Each convolutional layer looks
for features by sliding several filters over the input matrix and
comparing it piece by piece [41]. In [42], they specified the
most important and beneficial aspect of a convolutional neural
network in two parts: the first is solving complex tasks by

reducing the number of parameters in ANN; the second is
obtaining abstract features when going forward and deeper.

3) Gated Recurrent Unit: GRU is an abbreviation of Gated
Recurrent Unit, and it is a Recurrent neural network unit,
which is a type of deep neural network. GRU was proposed by
[43] to have each recurrent unit record dependencies on multi-
ple time scales in an adaptable way. In many machine-learning
tasks, recurrent neural networks have lately shown promising
results, especially when the input and/or output are of variable
duration [44]. The GRU is known by its good performance in
dealing with sequence learning tasks. When learning long-term
dependencies, GRU overcomes the challenges of vanishing and
explosion of gradients in traditional recurrent neural networks
(RNNs).

4) Gated Recurrent Unit and Convolutional Neural Net-
work Approach: In this article, our proposition to create a
good trading strategy is based on combining two deep neural
network approaches: the gated recurrent network and the
convolutional neural network. As shown in Fig. 2, our model
is composed of four layers:

- the first layer is the input layer; it takes a two-dimensional
matrix as input; the number of rows is the same number of
days to look back. Each row represents the observation of all
variables on a specific day. The number of variables determines
the number of columns; each column represents the values of
a specific variable on the days to look back.

- the second layer is the convolutional layer, it is fed
directly by the input layer; it looks for features by sliding
multiple filters over the input matrix to recognize patterns.

- the third layer is the GRU layer; it is implemented on
many-to-one architecture, as shown in Fig. 4 because the goal
of our model is to predict the next day’s price direction, not
multiple days. This layer is added to deal with the sequential
data nature.

- The last layer is the dense layers/output layer, reduce
the number of features and get one decision (BUY, SELL or
HOLD).

5) Sliding-Window Approach: The noisy part of the time-
series datasets may negatively affect the RNN’s memory, then
the ability to learn patterns. To avoid this problem, we used the
sliding-window approach, which consists of including previous
time-steps as input. For example, a window of size four means
it will take as input the current time-step and the previous three
time-steps as shown in Fig. 5. Market forecasting, weather
forecasting, and network traffic forecasting are all examples of
this approach [45], [46], [47]. In our article, to choose the best
window length, we experimented with our model on different
windows length starting from 1 to 20. The results are shown
in Table II

C. Our Investment Strategy

To develop an effective trading strategy, we must first
determine the goal of our strategy, identify a personal risk
profile, and finally evaluate the available time and resources.

Usually, in forex trading, the currency exchange rate is
meager. This fact impacts the profitability of the investment
when the invested amount of money is not so significant,
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Fig. 1. Our Investment Strategy for Intraday Foreign Exchange.

Fig. 2. GRU and CNN Approach. Fig. 3. Training Loss Per Epochs on Forex Dataset.

and the benefits could be lower than the transaction costs. However, in forex investments, a third intervening part called
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TABLE II. MODEL ACCURACY BY WINDOW-SIZE VS THRESHOLD

Threshold

window size [inputs]
1 [31x1] 2 [31x2] 3 [31x3] 4 [31x4] 5 [31x5] 6 [31x6] 10 [31x10] 15 [31x15] 20 [31x20]

0 0.635 0.686 0.704 0.704 0.726 0.713 0.741 0.739 0.693

0.0001 0.627 0.694 0.699 0.695 0.699 0.703 0.695 0.712 0.730

0.0002 0.582 0.683 0.684 0.695 0.7160 0.726 0.695 0.726 0.703

0.0003 0.603 0.669 0.688 0.683 0.709 0.718 0.711 0.696 0.709

0.0005 0.609 0.660 0.678 0.682 0.685 0.704 0.713 0.712 0.707

0.001 0.543 0.594 0.621 0.640 0.633 0.639 0.650 0.659 0.638

Fig. 4. Many-to-One GRU Architecture.

Fig. 5. Example of Sliding-Window Approach.

brokers proposes a technique called ”leverage” to resolve this
issue; it is based on borrowing funds to purchase an asset.
In our strategy, we used the leverage of 1:100, which is the
equivalence of an investment of 1000$, and we can tread up
to 100000$.

Our investment strategy is explained in Fig. 1; we buy only
when the price is low, and we sell when the price is higher,
which means that the machine learning model should predict
the direction of trade in the future. For that, we have created
an algorithm that compares the log return of the current day
with the threshold α; if it is superior to α, we buy; if it is
inferior to -α, we buy; otherwise, we HOLD. However, in this
case, the type of this variable is categorical, and we converted
it using one-hot encoding to be provided to our algorithms and
fit our model.

IV. DISCUSSION AND RESULTS

Table II summarizes the overall results of our study; the
experiments showed that, in general, the model reached a much
higher accuracy in forecasting the next-day price direction,
especially when the window length is between 6 and 10. We
can notice a slight improvement in the accuracy when the
window length goes larger until reaching 10 days; then, after
this window length, it starts going down.

The experiment also was done on several thresholds, from
0 to 0.001. unlike the window length, each increment of
threshold has a reverse influence on the accuracy, significantly
when it surpasses 0.001. In this case, the model tends to predict
a HOLD signal more than other signals due to the unbalanced
dataset so that the accuracy could be more than 65%; the back-
test showed that the profit accuracy is lower than 40%. On

average, the model showed its best results when the threshold
was limited between 0 and 0.0002 and the window length was
between 6 and 10. However, in forex trading, the machine
learning metrics are not enough to evaluate the strategy’s
profitability; we used another back-test to evaluate it based
on the log returns. After back-testing the results, we found a
proportionality relation between the model accuracy and the
profit accuracy.

To improve the performance of our model in therm of
accuracy and running time at the same time, we need to
fine-tune the model with the best parameters and the optimal
number of epochs to train our model. Figure 3 shows the
training loss in each number of epochs; we notice that the
plot of training loss decreases to the point of stability, which
is 25. We can conclude that the optimal number of epochs to
train our model is 25.

The proposed strategy may not be effective 100% due
to the fort fluctuations of the market, and in some cases,
the prediction could fail, because the market is related to
the macroeconomic and political situation; in this case, we
should take into consideration two parameters before taking
a decision. The first one is the exchange rate: if the loss is
too high, the algorithm stops investing until this value become
positive. The second one is the number of successive fails.
If the algorithm keeps failing in predicting the right price
direction, then it should stop investing until it starts getting
good results.

V. CONCLUSION

The proposed CNN-GRU model is a novel forecasting
approach to forecast the daily price directions of USD/EUR.
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It’s based on technical analysis and deep learning algorithms.
We used the original time series data to generate new features
called technical indicators, and fed it to our model in a specific
window; each timestep includes previous time steps as input.
Our proposed approach allowed us to reduce the noisy part of
the data and improve the trading results compared to samples
algorithms such as SMV and logistic regression, which are
impacted by the high-frequency fluctuation of the market and
the noisy nature of time-series data. The experiments showed
promising results in forecasting the daily price directions.

In the forex, many factors may impact the state of the
market in different ways, making it too complex to develop the
best trading strategy. In this study, we have proposed a trading
strategy to trade the EUR/USD pair; this solution is developed
and back-tested in a specific period, it may not stay helpful
and profitable in the future. In this case, our proposed solution
must be adapted to the current situation. Of course, previous
success is no guarantee of future outcomes, but a strategy that
has proven to be dependable in a variety of market situations
may, continue to be so in the future.
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