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Abstract—Now-a-days, human-machine interfaces are 

increasingly intuitive and straightforward to design, but there is 

difficulty capturing electromyographic signal data using the least 

amount of hardware. This work takes the signals of a human 

forearm as input parameters describing a series of five gestures, 

using a dataset of 8 channels of electromyographic signals, using 

as a capture device a Thalmic Labs Inc. handle called Myo 

armband. The aim is to compare the performance of the artificial 

neural network using data in the time domain as input to the 

learning system. The same data are pre-processed to the 

frequency domain, looking for an improvement in the neural 

network's performance since transforming the input signals of 

the system to the frequency domain minimizes the problems 

inherent to this type of signal. This transformation is achieved 

using the fast Fourier transform. Consequently, it seeks to reach 

a neural network architecture that recognizes the gestures 

captured with the Myo armband in a high percentage of 

performance to be used in stand-alone applications, using the 

TensorFlow libraries of Python for its design. As a result, a 

comparison of the neural network trained with data in time 

versus the same data expressed in the frequency domain is 

obtained, seen from the increase in performance and the 

percentage of gesture detection. 
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I. INTRODUCTION 

Currently, there are different types of human-machine 
interfaces [1] (HMI) developed for applications in areas like 
automation [2], robotics [3], biomedicine [4], biometrics [5], 
among others. That has led to users needing specialized 
studies, knowledge, or skills on information technology to 
implement and operate such applications properly. For this 
reason, it is becoming important to minimize the complexity of 
these types of controls, design more straightforward and more 
intuitive human-machine interfaces, which take advantage of 
the benefits of human biomechanics, and make it easy and 
safer handling of the applications. Therefore, the aim is to have 
control interfaces that do not require much prior training and 
are as natural as possible, reaching non-invasive devices which 
can be used as a clothing accessory without needing the help of 
external personnel for configuration or startup. 

For years one of the techniques that have been used for the 
development of HMI is electromyographic (EMG) signals [6]. 
The EMG signals measure the electrical currents generated in 
the muscles during their contraction, representing 

neuromuscular activities [7]. An example of this is interfaces 
that detect the gestures of a human forearm, which use the 
electrical impulses of the forearm to control machinery, robots 
[8], prosthesis [9], [10], home automation systems [11], [12], 
personal identification systems [13], [14], IoT systems [15], 
among others. 

On the other hand, a series of transformations have been 
used in the preprocessing of EMG signals for a couple of 
decades, taking into account problems present in periodicity, 
frequency behavior, stationary behavior, and fast transient 
behavior. Consequently, EMG signals have been acquired in 
the time domain, and mathematical transformations have been 
used to bring them to the frequency domain [16]. For example, 
Wavelet transform (WT) and the fast Fourier transform (FFT) 
are primary tools for analyzing and subsequent use of these 
signals. 

Additionally, in recent years the use of Artificial Neural 
Networks (ANN) has become extensive for the classification of 
EMG signals [17], [18]. Due to the complexity of analyzing the 
intrinsic characteristics of these signals in terms of variance 
identification, average, length, zero crossing, median, and 
frequency, as to propose an algorithm. Thus, some previous 
works have focused on acquiring a database of signals in the 
time domain to use them as a knowledge base to train an ANN-
based machine learning system [19], [20]. The amount of 
information to be analyzed becomes significant due to pure or 
"raw" EMG signals in the time domain. 

Therefore, the objective of this research is to develop an 
algorithm in Python language that detects the gestures of a 
human forearm, using the EMG signals of this part of the body, 
to make a direct comparison between the use of these pure 
signals in time and the same signals transformed to the 
frequency domain through an FFT. These last to training and 
subsequent verification of an ANN and validate the algorithm's 
performance. 

The paper is organized as follows: Section 2 presents the 
methodology proposed to detect EMG signals, create a dataset, 
preprocess the data in the time domain and get through FFT the 
data in the frequency domain, and design ANN to training and 
classification arm gestures. Section 3 presents the results of 
implementing the ANN algorithm in Python language, testing, 
and evaluating its performance. Section 4 presents the 
conclusions about this research's main ideas, including possible 
future jobs. 
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II. METHODOLOGY 

A. Data Acquisition System 

Technological advances in miniaturization and high 
performance of electronic devices have allowed advances in 
biomedicine, applied to human-machine interfaces, in this case, 
the use of wearable devices, particularly the Myo armband 
handle designed by the company Thalmic labs inc [21]. This 
armband is equipped with eight EMG electrodes, a 3-axis 
gyroscope, a 3-axis accelerometer, and a 3-axis magnetometer 
to perform IMU metrics. The EMG electrodes on the handle 
detect signals related to the muscular activities of the user's 
forearm, and the IMU detects forearm movements in three-
dimensional space. This data acquired by the handle is sent via 
Bluetooth Low Energy (BLE), which allows a 3D 
reconstruction of human forearm movements, making it a good 
choice for this type of human-machine interface [22]. 

The Myo armband was chosen for this work as the EMG 
data acquisition system, running on Windows operating system 
using Myo Connect drivers as a base. Moreover, TensorFlow 
'TFF' machine learning libraries were used to design the ANN 
in the software part. 

As a first step to create a dataset, data from a human 
forearm was acquired as a control interface using the Myo™ 
Gesture Control armband tool. The signals were captured using 
Python scripts to read the data and store them in flat format. 

Then, those EMG signals were analyzed to be used as a 
knowledge base for the training and verification of the ANN-
based learning system. For this purpose, it was chosen five 
basic gestures made with the forearm, as shown in Fig. 1. Each 
gesture is captured by the Myo armband device for a time of 
one second, with a sampling frequency of 200Hz. These 
signals are considered a significant sample of gesture behavior. 
The data capture was performed through a Python script, which 
was in charge of measuring the time, completing the capture, 
and finally writing a flat file. 

B. Characteristics of Artificial Neural Network 

In recent years, ANNs have been used as a basis for 
recognition and classification tasks [23], [24]. Like in this case, 
it is required to associate patterns from a previously generated 
dataset, identifying from each muscular gesture performed by 
the arm those relevant characteristics that make it different 
from another gesture. It has been decided to use an ANN for 
this task because: 

 it has the natural ability to acquire knowledge through 
experience, 

 it can be easily adapted dynamically depending on the 
learning environment, and 

 it has a high level of fault tolerance, supporting missing 
input data or significant damage to its structure and 
continuing with a good performance. 

   
(a) Closed Hand Gesture.    (b) Open Hand Gesture. 

  
(c) Hand Gesture at Rest.   (d) Hand Gesture Turned to the Right. 

 
(e) Hand Gesture Turned to the Left. 

Fig. 1. Basic Gestures Captured with the Myo Armband. 
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So, the first methodological step was to collect the data, 
with specific characteristics, with a minimum amount of data, 
and in different individuals to have an adequate knowledge 
base. After that, it is necessary to decide which libraries must 
implement the learning system. Given its characteristics and 
ease of implementation, it chose to develop ANN using a 
library called TensorFlow Federated "TFF" developed by 
Google. It is an open-source framework for programming code 
for machine learning with decentralized data. 

This library allows different architectures to be proposed in 
terms of the type of training, the platform on which they run 
and the different programming languages used, and the devices 
on which the final application will run. The architecture of TFF 
makes it possible to run on different platforms, i.e., CPUs, 
GPUs, and on a PC or a mobile device, in addition to being 
compatible with different programming languages such as 
Java, JavaScript, C, Go, Python, among others. However, it has 
been evidenced that the language most used to implement TFF 
is Python, so it is the one that will be used for the development 
of the algorithm to model the ANN. 

After choosing the architecture, the device, and the 
programming language, it is necessary to define the size and 
characteristics of the dataset in terms of: 

 the type of file to work with, 

 the amount of data to be used for training, and 

 the amount of data to be used to verify the learning 
performed. 

Once it is clear if the dataset is local, built from its own 
data captures, the next step is to define the architecture of the 
ANN in terms of the number of neurons in the input and output 
layers, the number of hidden layers, and therefore the number 
of neurons used for the process. In addition to which activation 
function is indicated for the type of data being used. 

Depending on the hardware characteristics, which in this 
case are local, using a CPU in a desktop PC, the performance 
of the neural network training software must be taken into 
account as a limiting parameter for the construction of the 
ANN model. In other words, the designed architecture and the 
processing time required must be considered to perform the 
training process. For this case, being local processing using a 
CPU requires a certain number of hours and does not allow 
significant changes to the neural network architecture in an 
agile way. 

Finally, having the internal architecture of the ANN, it is 
necessary to perform learning tests, error quantity and verify if 
the system learned, for which TFF offers reports and graphs for 
error verification ROC curves, as well as verification of system 
learning through confusion matrices. 

C. Block Diagram - Proposed Overall Solution 

After defining the work methodology with which the 
solution will be designed and considering that such a scheme 
applies to different work scenarios, a general flow diagram is 
proposed in Fig. 2 to reach a system that detects gestures in a 
usable knowledge base for different applications. On the other 
hand, it is essential to emphasize that it seeks to compare the 

data input, firstly the data as captured with the bracelet, in the 
time domain, simply with a normalization process, all this 
compared with a preprocessing of the input signals brought 
into a frequency domain. 

D. Pre-process Time or FFT 

Sixty-six thousand four hundred seventy-nine (66479) 
signals with a duration of one second were captured, 
corresponding to five different gestures using the Myo 
armband performed by three different individuals, as shown in 
Fig. 1. Subsequently, EMG signals of this dataset are 
preprocessed before being stored as local files, modeled, and 
classified to be usable for ANN training. 

Fig. 3 shows a signals capture of the 8 EMG channels for a 
gesture, with a duration of one second and a sampling 
frequency of 200 Hz; it is possible to observe the 
characteristics of the signals captured in the time domain by the 
Myo armband. For this particular case, the signal is between a 
range of -50 and 50 units; it is evident that the most significant 
part of the signal is in its first 64 samples, in which the most 
substantial part of the gesture is found. For this reason, the 
ANN has an input layer of 64 neurons. 

Fig. 4 shows the samples transformed to the frequency 
domain. A preprocessing of the EMG signals is performed, 
transforming those to the frequency domain, using the fast 
Fourier transform specifically. As base parameters for the 
Fourier transform, it used the criteria of twice the sampling 
frequency of the signal, i. e., the base frequency of the 
transform was performed at 400Hz. Also, the data of the 
magnitude and bilateral angle of the signal centered at zero 
were taken. 

 

Fig. 2. Flow Chart of the Proposed Overall Solution. 
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Fig. 3. EMG Signals Captured with the Myo Armband of the Left-hand Gesture in the Time Domain 

 

Fig. 4. EMG Signals Captured with the Myo Armband of the Left-hand Gesture in the Frequency Domain. 

E. Architecture of Artificial Neural Network  

Regarding the architecture of the solution, it was chosen to 
perform the data capture and network training process in a 
supervised manner using a local PC with the following 
hardware configuration: 5800x processor, RTX2070 GPU, 
32Gb RAM at 3600Mhz, and the following software versions 
were used: Python version 3.9 and TensorFlow version 2.7.0. 

Regarding the ANN creation and testing process, the first 
step is to characterize the data set that will be entered. Then, 
tests are performed with different numbers of training epochs 
or iterations to different configurations of the layers in the 
designed multilayer network. Subsequently, the architecture of 
the ANN must be defined, as shown in Fig. 5. The input layer 
has sixty-four neurons, that number of neurons taking into 
account the size of the dataset samples. The hidden layers have 
a number of neurons variable depending on the minimum 
performance required for this application; in Fig. 5. the change 
in the number of neurons is represented as N. The output layer 
has five neurons, that number of neurons considering the 
different gestures to be identified. 

When talking about ANNs, it is necessary to have a 
minimum model to recalculate the weights that will model the 
behavior of the network. In this case, a simple backpropagation 
model is chosen that complies with the following equations, 

Input layer:   
(𝑖)             (1) 

Hidden layer: 𝑎1
(𝑖) = 𝜎(𝑊1𝑥

(𝑖) + 𝑏1)            (2) 

Output layer: ŷ
(𝑖) = 𝜎(𝑊2𝑎1

(𝑖) + 𝑏2)           (3) 

Where 
(𝑖) is the input, the captures that were made of the 

three individuals performing the five gestures, 𝑊1, 𝑏1, 𝑊2, 𝑏2 
are the matrices of weights and vectors of independent values 
used in the layers of (1) and (2), which are initialized 
randomly. The nonlinear activation function is 𝜎. The result in 
(3) is represented by ŷ

(𝑖) where i is the desired output estimate 
[25]. 

Once it has a tentative ANN architecture, it is performed a 
series of tests with different network models until it achieves 
accuracy percentages greater than 80% and an amount of lost 
data less than 20%. Table I shows the different models of the 
ANN, taking as a knowledge base the data in the time domain. 

The third ANN model uses an architecture with 66479 
neurons in the first hidden layer and 300 neurons in the second 
hidden layer due to an activation method called RELU. RELU 
is a function that allows data to pass through or not to the next 
layer, depending on the result of the neuron weighting with 
equation (2). If the result of the neuron weighting is negative or 
zero, it does not pass to the next layer; otherwise, any positive 
number passes to the next layer. (Tf.Nn.Relu | TensorFlow 
Core v2.7.0, n.d.). Moreover, the first layer of the ANN has a 
dropout of 20%, which consists of randomly establishing in 
each iteration of training which neuron should be deactivated. 
The number of deactivated neurons in the layer will depend on 
the percentage entered into the dropout method. That is done 
not to overtrain the ANN. (Tf.Keras.Layers.Dropout | 
TensorFlow Core v2.7.0, n.d.). 
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Fig. 5. Graphical Model of an ANN 

TABLE I. DIFFERENT MODELS OF THE INTERNAL ARCHITECTURE OF THE ANN, USING THE DATA IN TIME 

Model Epochs Neurons hidden layer 1 Neurons hidden layer 2 Neurons hidden layer 3 Accuracy Lost 

1 50 15000 100 N/A 20% 30% 

2 2000 15000 100 20 25% 40% 

3 1000 66479 300 100 90% 0,80% 

TABLE II. MODEL OF THE INTERNAL ARCHITECTURE OF THE ANN, USING THE DATA AT FREQUENCY 

Model Epochs Neurons hidden layer 1 Neurons hidden layer 2 Neurons hidden layer 3 Accuracy Lost 

Unique 1000 66479 300 100 95% 0,87% 

When transforming the data to the frequency domain using 
FFT, it decreases the number of samples needed and minimizes 
some problems that the signals present in the time domain; in 
this case, it has the following ANN model, as shown in 
Table II. 

F. Measuring Performance of Artificial Neural Network 

Once the ANN model has been found, the parameters 
considered to verify the correct operation of the system are its 
performance and margin of error, in addition to analyzing 
possible training errors. This process has been done two 
previous times, modifying the data set and remodeling the 
ANN architecture, either by changing the weight of the 
neurons proportionally to the error or by reducing or increasing 
the layers of neurons to reduce overtraining or underfitting. 
When this architecture is already defined, the behavior of the 
error and performance of the network is analyzed. The results 

for the third model are shown in Fig. 6; such data analysis is 
performed for the ANN with the input data in the time domain. 

It can be seen that the probability of getting the gesture 
right is approximately 92%, and there is a loss of less than 
0.4%; these results were obtained with the data set of 66479 
captures or samples of the input signal in the time domain. 

In the same way, tests were performed for the case of the 
chosen model, using the data in the frequency domain, such 
validation measurement of accuracy parameters and data loss, 
are shown in Fig. 7. 

It can be seen that the probability of getting the gesture 
right is approximately 93%, and there is a loss of less than 
0.21%; these results were obtained with the data set of 66479 
captures or samples of the input signal in the time domain 
transform to the frequency domain. 
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(a) Accuracy Validation.     (b) ANN Model Loss. 

Fig. 6. Measurement of Training Parameters for Third Model with Time Domain Input Data. 

 
(a) Accuracy Validation.     (b) ANN Model Loss. 

Fig. 7. Measurement of Training Parameters with Frequency Domain Input Data. 

III. RESULTS 

The ANN training yielded a data loss of 24.76% and an 
accuracy rate of 91.98%, with a thousand epochs in the training 
of the ANN data, data shown in Fig. 8, all this for the time 
domain data. 

The ANN training yielded a 21.66% data loss and a 92.95% 
accuracy percentage, with a thousand epochs in the training of 
the ANN data, data shown in Fig. 9, all this for the data in the 
frequency domain. 

One of the most used tools to validate the efficiency of the 
selected neural network model is the confusion matrix of the 
model, which is represented in a graph. This graph shows a 
matrix that shows the percentage of accuracy of the ANN when 
predicting a gesture, and it can also see the percentage of error 
when predicting another gesture that does not correspond to the 
one entered. 

In order to appreciate the accuracy of the model, it is 
necessary to consider the diagonal of the matrix that begins in 
the upper left corner and ends in the lower right corner. The 
numbers that make up the diagonal indicate the percentage of 
accuracy in predicting the gesture correctly; the other fields of 
the matrix are the percentage of error in predicting the gesture. 
Fig. 10 shows the graphs of the confusion matrix for the time 
domain and frequency domain of the ANN model developed. 

It can observe in confusion matrices that despite the pre-
processing of the information, using the fast Fourier transform, 
the performance only improves by 1% for some gestures. 
These matrices clearly show that the system successfully 
classified the gestures, both in the time and frequency domains, 
consistently achieving prediction percentages higher than 88%. 

 

Fig. 8. Test Values Obtained in ANN Training in the Time Domain. 
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Fig. 9. Test Values Obtained in the ANN Training in the Frequency Domain. 

   
(a) Confusion Matrix for Time Domain.    (b) Confusion Matrix for the Frequency Domain. 

Fig. 10. Confusion Matrices of the ANN Model. 

IV. CONCLUSION 

This paper documents the training process of an ANN to 
detect five gestures captured from a human forearm of 3 
different individuals, focusing on the differences between 
capturing the "raw" data in the time domain versus pre-
processing them by transforming them to the frequency 
domain. It was verified that transforming dataset samples to the 
frequency domain removes some time-domain dataset issues 
such as delays, level offsets, and signal offsets. Also, it was 
possible to reduce the number of samples necessary to generate 
the minimal identification information of the gestures. 

In some previous literature, a significant improvement was 
observed in working the systems in the frequency domain, 
avoiding problems inherent to the EMG signals. For this 
reason, it was expected that there would be an improvement in 
the detection process of the gestures. However, the increase in 
the measurement parameters and verification of the ANN has 
only reflected improvements close to 1%. 

As future work, it is proposed to improve the data capture 
process, increasing the signal's sampling period over time to 
have more detectable harmonics in the frequency domain and 
have more elements to perform the training process of the 
ANN. Having a new sampling rate would increase the number 
of neurons in the input layer, and therefore the rest of the 
hidden capabilities would have to be modified. Finally, it 
would have to alter the epochs in the training process, having 
more samples of different individuals to have a complete 
dataset, looking for an improvement that exceeds the threshold 
of 90% detection of gestures. 
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