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Abstract—Social media content in regional languages is ex-
panding from day to day. People use different social media
platforms to express their suggestions and thoughts in their
native languages. Sentiment Analysis (SA) is the known procedure
for identifying the hidden sentiment present in the sentences
for categorizing it as positive, negative, or neutral. The SA
of Indian languages is challenging due to the unavailability
of benchmark datasets and lexical resources. The analysis has
been done using lexicon, Machine Learning (ML), and Deep
Learning (DL) techniques. In this work, the baseline models
and hybrid models of Deep Neural Network (DNN) architecture
have been used for the classification of Malayalam tweets as
positive, negative and neutral. Since, sentiment-tagged dataset for
Malayalam is not readily available, the analysis has been done
on the manually created dataset and translated Kaggle dataset.
The hybrid models used in this study combine Convolutional
Neural Networks (CNN) with variants of Recurrent Neural Net-
works (RNN). The RNN models are Long Short-Term Memory
(LSTM), Bidirectional LSTM (Bi-LSTM) and Gated Recurrent
Unit (GRU). All these hybrid models improve the performance
of Sentiment Classification (SC) compared to baseline models
LSTM, Bi-LSTM and GRU.

Keywords—Bi-LSTM; CNN; NLP; Malayalam; Twitter

I. INTRODUCTION

Sentiment Analysis (SA) is one of the inevitable research
domains in Natural Language Processing (NLP), ML and
Linguistics. The public express their opinion about products,
events, movies, political concerns, ideas, interests, and so on
using various social media platforms like Facebook, Twitter,
Blogs, and so forth. SA has a significant role in the automatic
identification of sentiment hidden in the text [1]. SA classifies
the text as positive, negative, or neutral based on the sentiment.
SA has been done at different levels like sentence, document,
and aspect levels. Since the Tweets are short messages with
280 characters long, sentence-level analysis is most suitable
for SA of Tweets.

In the southern state of India, Malayalam is a prominent
language spoken by Keralites and also in union territories like
Lakshadweep and Puducherry. Most people in Kerala prefer
Malayalam to express their opinion, ideas, comments, etc. The
majority of youth in Kerala are using Twitter for expressing
opinions. Thus the number of tweets is tremendously increas-
ing over time. The Government has initiated the automation
of regional languages such as automatic speech recognition,
language translation, and character recognition to support the
public. The policies made by Government can be modified or
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changed based on the opinion expressed by the people through
social media platforms. Hence, the automation of SA of Malay-
alam is essential. SA of Indian languages has initiated in the
year 2010. The first work in Indian languages reported for the
Hindi language [3]. Research work on SA of Malayalam is at
the beginning stage due to the lack of benchmark datasets and
lexical resources. So far, only few works have been done on
Malayalam based on ML, DL, and lexicon-based approaches
[29]-[36]. Further important applications are in the field of
business analytics, movie reviews, stock market prediction, and
so forth.

Hinton et al. proposed different deep learning architectures
[2]. The DL models are extensively applied in image process-
ing, NLP, SA, and so on. The most generally used DL models
are CNN, RNN, LSTM, and GRU.

The main objective of this study is to enhance the perfor-
mance of the system and reduce computational costs. In order
to achieve this, we extracted the best features by finetuning
the hyperparameters and modeled the combined architecture
of CNN and the varients of RNN. As a result, the sentiment
classification accuracy is improved. In this paper, two different
datasets have been analyzed using baseline models and hybrid
models of DL architectures. The analysis shows that hybrid
models performed better in SA of Malayalam tweets than
baseline models.

Word embedding has a significant impact on text process-
ing. Word embedding is the process of converting words or
sentences into numerical vectors. These word vectors lie in
different dimensions like 32, 64, 128, 300, etc. The words in
the same context appear to lie near the same vector space. The
word embedding is created either during the training process
of embedding layers in the neural network or by using a
pre-trained model. The available word embedding models are
word2vec [4], BERT [5], fastText [6], etc. The pre-trained
model available for the Malayalam language is fastText and
BERT. Since the pre-trained model has not performed well in
our dataset, the word vectors are formed during the training
phase of the embedding layer. The contributions of this study
are mentioned below:

e Two different datasets have been created for SA of
Malayalam Tweets. Dataset I contains 6304 tweets,
where 2907 are positive and 3397 are negative. The
Dataset II includes 170000 tweets, among which
66357 are positive, 52798 are negative, and 50845 are
neutral.
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e Different DL methods like LSTM, Bi-LSTM and GRU
have been applied for SA of tweets.

e Novel hybrid DL architectures have been developed
by combining both CNN and varients of RNN models
for the effective implementation of sentiment classifi-
cation of Malayalam Tweets.

In the subsequent sections, Section II briefs the related
works using hybrid deep learning models and SA of Malay-
alam language, whereas Section III is the proposed method-
ology of SA. Section IV describes the novel hybrid models.
Section V is the experimental setup followed by results and
discussion. Section VI concludes the work.

II. RELATED WORK

The hybrid architecture combines different ML and DL
algorithms for feature extraction and sentiment classification
of datasets. The various works done using hybrid models are
discussed as follows.

DL models are widely used in the analysis of social media
content [7][8][9][10][11]. Hassan et al. [12] and Hedge et
al. [13] proved that CNN and LSTM performed well in the
analysis of short text messages . The recent study shows that
the DL models such as CNN and RNN performed well in SA
[71(81[14][15][16]. CNN combined with RNN shows potential
improvement in the accuracy of SA of English [17]. Srinidhi
et al. proposed the LSTM model combined with SVM for SC
of IMDb dataset [18]. A similar architecture CNN combined
with SVM was proposed by Akhtar et al. for SC of Hindi
dataset [19]. SA on reviews/comments from e-commerce sites
was proposed by Vo et al. using the hybrid architecture LSTM-
CNN model [20]. The same model was proposed by Rehman
et al. for SA of movie reviews [21]. All the above-mentioned
works have been used single architecture for SC. Multiple
DL models, CNN, LSTM and hybrid model CNN-LSTM was
proposed by Kastrati et al. [22] . Facebook comments related
to the COVID-19 pandemic were tested using this model. Pre-
trained models like fastText and BERT were utilized for word
embedding [23]. The same hybrid model was used for SC of
IMDb dataset, social media content and SMS spam detection
for Arabic and English Messages [24][25]. The CNN-LSTM
with fastText word embedding was proposed by Ombabi et al.
[26] . SVM was used at the final layer for SC. A hybrid model
CNN and Bi-LSTM were proposed for sentiment and emotions
analysis of Chinese product reviews [27]. Pandey et al. pro-
posed a hybrid DL model merged with CNN and Bi-LSTM for
SA of Tweets [10]. Dang et al. suggested multiple hybrid DL
models with CNN, LSTM, and SVM for the classification of
tweets and review datasets [14]. Salur et al. proposed hybrid
DL architecture for SC of Turkish dataset [28]. Both CNN
and LSTM models were combined for feature extraction and
have obtained better accuracy compared to baseline models.
The works are done in Malayalam language using rule-based,
lexicon-based, Fuzzy logic, ML, and DL methods are shown
in Table I. All the works have been done on the dataset which
is created by corresponding authors on different domains like a
movie review, novel, Tweets, etc. Preprocessing is an important
step in SA, which depends on the domain of the dataset. All
the works in Malayalam have been used as a single model
for SC. Here, we have used hybrid architecture which extracts
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better features and has shown potential improvement in the SA
tasks. The proposed hybrid DL models and their evaluation are
explained in consecutive sections.

III. PROPOSED METHODOLOGY

In the previous works, lexicon-based, ML approaches like
NB, SVM and RF, DL models like RNN, CNN, LSTM, BiL-
STM and GRU have been applied for SA of Malayalam tweets
[371[38][39]. Considering the significance of hybrid models
in SA, three different hybrid architectures are developed in
this work. As the first step of implementation, two different
sentiment-tagged Malayalam datasets has been created. The
pre-processing steps eliminate unnecessary information from
the retrieved text. After that the feature vector is formed during
the training phase of embedding layer. The feature vector is
given to baseline as well as hybrid DL models. The sigmoid
activation function for Dataset I and softmax for Dataset II are
applied at the output layer in the baseline models and SVM is
applied in the hybrid models. The proposed methodology for
SC is shown in Fig. 1.

A. Dataset

Dataset I is created by retrieving Malayalam tweets using
sentiment-oriented words [38]. Dataset II is created by trans-
lating the Kaggle dataset existing in English to Malayalam by
using the Google document translator. The sample dataset is
shown in Fig. 2. The sentiment distribution of the Dataset I
and Dataset II are shown in Fig. 3 and Fig. 4, respectively. In
Dataset I, 0 and 1 represents negative and positive sentiments,
whereas, in the Dataset II, 0, 1, and 2 represent neutral,
positive, and negative sentiment. The length of sentences under
each category of Dataset I and Dataset II are shown in Fig. 5
and Fig. 6, respectively.

B. Preprocessing

The performance of the system has been improved by re-
moving unnecessary information from the text. The following
steps have been performed as part of data cleaning.

e  Hyperlinks: Most of the tweets contain brief sentences
followed by hyperlinks that do not provide meaningful
information for SA. Hence all the hyperlinks have
been removed from the corpus.

e  Punctuations and Special Characters: Removed punc-
tuations like :, , ’,... etc. and special characters like @,
$, #, etc. from the text.

e  Stop Words: Stop words are often occurring in the in-
put sentence, but are less information-oriented. Hence
they are removed to reduce the vocabulary size.

Data cleaning has been done using regular expressions
in Python language. Negative sentences are labeled with O
and positive are labeled with 1. Preprocessing is an essential
step in reducing the vocabulary size and removing unwanted
information. Hyperlinks, special characters, punctuations, dig-
its, foreign languages, etc. are removed by using the regular
expression before extracting the features. Vocabulary is created
by tokenizing the sentence based on Unicode standards within
the range of 0DO0-0D7F, which is shown in Fig. 7. Tokenized
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TABLE I. SA OF MALAYALAM

Domain with . .
. Classification
Author Preprocessing Features Accuracy
. Method
Size of Dataset
Mohandas et al. (2012) [29] Novel POS tagging Tokens SO-PMI-IR 63 %
Nair et al. (2014) [30] Movie Review Sandhi Splitter Tokens, Negation Rule Based 85 %
Anagha M et al.(2014) [31] Movie Review POS tagging Wordnet Lexicon 93.6 %
Anagha M et al. (2015) [32] Movie Review POS tagging TnT tagger Fuzzy Logic 91.6 %
Movie Review Tokens, Negation
Nair et al. (2015) [33] POS tagging Inéémiﬁ%}r CRF, SVM SVM: 91 %
(30,000 tokens) i
Removing hyperlinks word embedding
Kumar et al. 2017 [34] Tweets (12822) & Typerinks with different LSTM, CNN 98.24 %
and punctuations dimensions
POS tagging
Rahul et al. (2018) [35] Social Media | Removing hyperlinks ) Positive and Negative CRE, SVM SVM: 5275 %
and punctuations Intensifier
Negation
Kumar et al. (2019) [36] Tweets Removing hyperlinks Waﬂ?he:j??fz?g;?g RKS-RBF, LSTM 86.5 %
umar et al. - cets and punctuations di L CNN 89.3 %
imensions
Training
Dataset
Pre-processing
N Assigning
Sentiment T:;Z:Z — indexvalueto —» pazj‘;?“g Test
i Tagging unique words Dataset
——— Embedding

}

}

Dataset | Dataset Il

Hybrid Models

CNN + LSTM

Baseline Models
LSTM™
B

Dense
Layer

CNN + Bi-LSTM »—F

Dense SVM

Layer
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CNN + GRU
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Fig. 1. Methodology for the Proposed System.

TABLE II. DATASET 1

Dataset 1
Sentiment Number of Tweets
Positive 2907
Negative 3397
Total 6304

TABLE III. DATASET 2

Dataset II
Sentiment Number of Tweets
Positive 66357
Negative 52798
Neutral 50845
Total 170000

corpus is converted to a sequence of integers with variable
length records and is represented in Fig. 8. The variable-

length record is converted to fixed-length by zero-padding
which is shown in Fig. 9. Word vector is formed during the
training phase of embedding layer which takes embedding
dimension, vocabulary size and maximum length of sentence
as parameters. Embedding dimension takes different values
like 64, 128 and 300, but it shows better performance when
the dimension is set to 300. The 300 dimensional word vector
is shown in Fig. 10.

IV. HYBRID ARCHITECTURE

In the related study, different hybrid models combined with
CNN and LSTM show better results in SA of English lan-
guages. Here, we have used three different hybrid architectures
for SA of Malayalam tweets. The word vector is created during
the training phase of the embedding layer and then given to
CNN and various RNN models. The features extracted by the
CNN and RNN models are merged and corresponding output

www.ijacsa.thesai.org

893 |Page



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 13, No. 4, 2022

Dataset | sentiment =0 Sentiment =1 Sentiment = 2
@HEInNo (NIEID0ZRIM}BHIDNE Z)MIoEITVIB0AM DOENNOWIFL Y16 d0S)OMm1. { Riot A
1 |fourth grader burned to death with kerosene) o 15000
@REMENWIAS ES1EWE A& @S &FlWINM (LI (NERH16M @EINAMIE @A
2 |1)®)®@o. (Vava Suresh is in serious condition after being bitten by a viper ) 0 10000
nﬁ)!?,\ll"DQI)PJ,\Sﬂa Esm]mum! aNUSSMlo ARQMEN0)O8BIR) aldSlo llﬂ:f;!)rﬁ (RIS T T
DINMHO)DIW] DEDao £IE1EN)0. (Getting up and drink a glass of water and listening to a favorite song s000
3 |will refresh you physically and mentally ) 1
@EMAUETE MIMIW Bal@IM] aMISHT (USE @ ao10 17 . (The good
4 |news is that the monsoon is getting better ) 1 0 00 we % o U 00 200 3200 400 0100 20 300 400
Dataset Il text_length text_length text_length
, [Peenio mas mme® @RMUNNE085 GRIG] [nlIMAIMT @0 (God bless India tomorrow o
Modi ill be the Prime Minister) - _ Fig. 6. Text Length of Dataset IIL.
2 emawlm) e 1186)0M @REM (U D@ @3 o @og)om; (It replaces 0
the same words that Modi now uses)
@R EURDIEMBODINM HIS@1213 NoEERI® (LBRo dhITITI 1@ 1HNYIM) NIMIDT B I6M)
SHOIMNAIW BalDBIEERE B1061E6)0M) BMIWalde UoE @60 (Mo B ey 6noE1 @IS
3 af)240 @D oM 8)o ( Exciting trailer awaits great effort Watch well Ask tough questions 1 [Eomeelm@o’,
Democracy is really protected Modi Raj All the best) ) '
R0y,
ailecue a2l enemy 3 @m0 £0Mo N 1H0IMB MaNIW 1oy ‘2R
4 |2ensy m@oOm 60061 @eaoans. (Modi is the best diplomat who has helped Indians in 1 =2l
foreign countries lead a dignified life.) 'Medden Sy,
#Hlaf) M0 EaldOE! BRI BOLINRISEITNIT) DEMN20A6 W EINE: @RHNDEN2)EUE Mleno ‘:&.!ﬂmmsu‘,
5 |@aienomle apeaemi oo Aloulus] aeum @ aleMo MG3E:IME . 2 T,
{Bank accounts created during the Modi era will not be removed like GST Whao pays for this stupid scheme.} Ay
@CU2% COSI RIS (T16BRUE SIaMEMIIaYEo CRIGIAENMR® BRIGOGI0IT , '1{ ’
6 |GlaIBa{1S0)0M 3h)QIGEIANTMmMOW VML H (PHMBIW @S] M@Bdh)dh. (Whenever you see 2 GO,
ing votes, give a strong blow to Gowda, who is accused of inciting violence against Modi.) 'dh IEMo’,
"@MNEall@indw’,
Fig. 2. Sample Dataset. 'MNRaN @8,
"GN,
"a)S}HE6Mo’,
‘o,
. .
w00 o0,
‘Qaaldallsdasnmlen,
3000 "‘]!
=00 ['CU3D2CO6U BB,
‘al@a]
= 2000 M dh 6T,
5
8 100 "6NIDEHY S @,
oo,
1000 "oy,
'Gdhos1wleiwdo’,
500 '@Yal’,
o '@5lal
‘msom,

Sentiment ~.

Fig. 3. Sentiment Distribution of Dataset I.
Fig. 7. Tokenized Corpus.

[5869, 5870, 5871, 5126, 5712, 5015, 2943, 13],
[4620, 137, 5872, 2943, 5873, 680, 5874, 131,

[5875, 5876, 5877, 5878, 5879, 5880, 5881, 13],

[5882, 5883, 5884, 2943, 5885, 5042, 1974, 5830, 5886, 131,

[5310, 140, 5887, 2943, 5888, 5267, 5268, 5889, 5890, 13],

[640, 644, 414, 5874, 674, 414, 5891, 2350, 5668, 2943, 5892, 5893, 131,

Fig. 8. Index Value Assigned to Each Word in a Sentence.

Sentiment

Fig. 4. Sentiment Distribution of Dataset II. array (L[ 0, 0, 0, ..., i1, 12, 131,
[ o0, 0, o, ..., 25, 26, 131,
[ o, 0, 0, .-, 28, 29, 131,
pEE PR [ o, 0, 0, ..., 1266, 20118, 131,
[ o0, 0, 0, ..., 165, 3397, 131,
[ o, 0, 0, ..., 1703, 2287,  13]1, dtype=int32)

Fig. 9. Sequence after Zero Padding.

e Word Vector — > CNN + LSTM — > Dense layer

100 200 100 200
text_length text_length — > SVM
Fig. 5. Text Length of the Dataset L. e  Word Vector — > CNN + Bi-LSTM — > Dense layer
— > SVM
e Word Vector — > CNN + GRU — > Dense layer — >
SVM
is given to a dense layer. Output of the dense layer is followed
by a linear SVM. The three different hybrid models used in Feature extraction is done using the convolution layer of
this study are as follows: CNN whereas feature reduction is done using the max-pooling
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array|[[ 0.36599999,0.058 , -0.37479998, ..., -0.3773,
-0.44199998,0.1278],
[-0.01850001,0.10969999,0.0535., ..., -0.1031,
-0.32610001,-0.29970001],
[0.77069998,0.5072,-0.54899997,....,-1.50040001,
-0.66089999,-0.4816],

[0.3575,0.2539, -0.79189999, ..., 0.06089999,
-0.2482,0.2326],
[0.67430001,0.0322,0.27570002, ...,0.6824 ,
-0.4373,0.3796 ],

[0.46149999,0.0568 ,-0.12809999, .., -1.1345
-0.7934, -0.09331])

Fig. 10. Word Embedding.

layer [9]. The convolutional layer uses filters for extracting
important attributes from the data. Different filters are utilized
for various applications with distinct kernel sizes. Kernel size
represents the n-gram representation. ReLU is the commonly
used activation function in convolutional layers. The pooling
layer consolidates the output from the convolutional layer by
selecting optimal data from the previous layer. Thus, reducing
the dimension of feature vectors. The final layer of CNN is
a fully connected neural network. LSTM consists of different
elements, including an input gate, forget gate, memory cell,
hidden state and an output gate [40]. LSTM removes long-term
dependency but keeps some useful information. Bi-LSTM [41]
creates the exact copy of LSTM in a backward direction also.
The output of both forward and backward LSTM hidden states
are combined at each step. GRU [42] is the simplified model
of LSTM by removing the output gate. Thus, it reduces the
complexity involved in LSTM architecture.

A. Evaluation Measures

The model is evaluated for making standard metrics like
Precision, Recall, F1-score, and Accuracy using the confusion
matrix [43]. The evaluation measures are formulated using the
following equations.

Precision (positive classification) =
Precision (negative classification) =
Recall (positive classification) =
Recall (negative classification) =

_TP _
7;FI\I;-&-FP
AN TEN
TP+FN
TN+FP

Where, TP represents true positive, T'N: true negative,
F'P: false positive, and F'N: false negative.

2xprecisionkrecall

Fl-score = precision+recall

Accuracy is measured based on how many sentences are
correctly classified among total sentences.

TN+TP

ACCUracy = Fp Ny FPIFN

B. Proposed Hybrid Architecture

The details of the proposed hybrid models are given as
follows:

Vol. 13, No. 4, 2022

Algorithm 1: HYBRID MODEL OF CNN AND

LSTM
1 Input: S // S is a corpus which consists a set of
sentences Si, So, ... Sy,

2 Output: Y // Labelled as 0 or 1 for Dataset I and 0, 1
or 2 for Dataset II
3 for each sentence S; in S do

4 W; = Embedding(S;) // Word vector in 300
dimensional space

5 end

¢ for each W; do

7 C; =CNNW;)

8 L, =LSTM(W;)

9 end

10 for each C; and L; do

11 O; = Dense(Cy, L;)

12 end

13 for each O; do

14 Y; = LinearSV M (O;) // Linear SVM used as output
layer activation function

15 end

Algorithm 2: HYBRID MODEL OF CNN AND BIL-
STM

1 Input: S // S is a corpus which consists a set of
sentences Si, Sa, ... S,

2 Output: Y // Labelled as 0 or 1 for Dataset I and 0, 1
or 2 for Dataset II

3 for each sentence S; in S do

4 W; = Embedding(S;) // Word vector in 300
dimensional space

5 end

6 for each W; do

7 C;=CNN(W;)

8 B; = BiLSTM(W;)

9 end

10 for each C; and G; do

11 O; = Dense(C;, B;)

12 end

13 for each O; do

14 Y; = LinearSV M (O;) // Linear SVM used as output
layer activation function

15 end

1) Model 1: Model 1 combines both CNN and LSTM. The
word vector is given to CNN and LSTM parallelly. Filter size
and kernel size of CNN are 32 and 2 respectively. The LSTM
has 50 neurons. The merged output is given to a dense layer
with 20 neurons. Further, the output is given to the linear
SVM. SVM classifies the Dataset I as positive or negative,
whereas Dataset II as positive, negative or neutral. The psudo-
code representation of Model I is shown in Algorithm 1.

2) Model II: The second hybrid architecture combines both
CNN and Bi-LSTM model. All the other layers are the same
as in Model 1. The psudo-code representation of Model II is
shown in Algorithm 2.

3) Model I1I: The third hybrid model combines both CNN
and GRU. The merged output is given to the dense layer,
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Algorithm 3: HYBRID MODEL OF CNN AND GRU

1 Input: S // S is a corpus which consists a set of
sentences Si, So, ... S,

2 Output: Y // Labelled as 0 or 1 for Dataset I and 0, 1
or 2 for Dataset II

3 for each sentence S; in S do

4 W; = Embedding(S;) // Word vector in 300
dimensional space

5 end

6 for each W, do

7 C; =CNN(W,;)

8

9

G; = GRUW;)
end
10 for each C; and G; do
11 O; = Dense(C;, G;)
12 end
13 for each O; do
14 Y; = LinearSV M (O;) // Linear SVM used as output
layer activation function
15 end

followed by linear SVM. The psudo-code representation of
Model IIT is shown in Algorithm 3.

V. EXPERIMENTAL RESULTS AND DISCUSSION

The implementation of this work is carried out using
Google Colab [46] with Keras [44] and TensorFlow [45]
libraries. The three different baseline DNN models (LSTM,
BiLSTM, GRU) and three hybrid models (CNN+LSTM,
CNN+BILSTM, CNN+GRU) are applied to two different
datasets for SC. The dataset is split into 80:20 where 80%
dataset is used for training while 20% is used for testing.
For Dataset I, the vocabulary size is set to 8353 and for
Dataset II, the vocabulary size is set to 58846 by removing
the foreign words and least frequent words present in the
text. The maximum sequence length of Dataset I is 32 and
of Dataset II is 151. Table II represents the optimal value
of hyperparameters chosen during the training phase of both
baseline and hybrid models on Dataset I. The percentage of
rightly classified and wrongly classified datasets are shown
in Fig. 11 and Fig. 12. respectively. The confusion matrices
of hybrid models like CNN+LSTM, CNN+Bi-LSTM, and
CNN+GRU for Dataset I are shown in Fig. 11(a), Fig. 11(b),
and Fig. 11(c), and for Dataset II is shown in Fig. 12(a),
Fig. 12(b) and Fig. 12(c) respectively. Precision, Recall, F1-
score and accuracy are used as evaluation measures. Table
IIT represents the evaluation measures on Dataset 1. Table IV
represents the loss and accuracy of training, validation and test
dataset. The optimal value of hyperparameters on Dataset II
is depicted in Table V. Table VI is the evaluation measures
on Dataset II. Table VII represents the loss and accuracy of
training, validation and test dataset of Dataset II. Table IV and
Table VII show that the CNN + GRU got better prediction
accuracy of 87.23% for Dataset I and CNN + BiLSTM got
an accuracy of 74% for Dataset II. The model architecture for
CNN + GRU for Dataset I and CNN + BiLSTM for Dataset
IT are shown in Fig. 13 and Fig. 14, respectively. The bar
chart shown in Fig. 15 and Fig. 16 compares the accuracy of
baseline models with hybrid models for Dataset I and Dataset
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12a% - e 15.3%
L os
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15.7% 10.4% “1%

(b) CNN + BiLSTM Model

10.3% |
o
-04

(a) CNN + LSTM Model

169%
(c) CNN + GRU Model

Fig. 11. Confusion Matrices of Hybrid Models on Dataset I.

(a) CNN + LSTM Model (b) CNN + BILSTM Model

(c) CNN + GRU Model

Fig. 12. Confusion Matrices of Hybrid Models on Dataset II.

IL.

Discussion: Twitter is the most prominent platform for
expressing opinions and suggestions about daily phenomena.
Hence, tweets are considered for the SA. Both the baseline and
hybrid DL models classified Dataset I as positive or negative
and Dataset II as positive, negative and neutral. The best
model is selected based on the accuracy of test dataset. The
study of literature shows that the hybrid model performed well
compared with baseline models for English and some Indian
languages. This study analyzes that the hybrid models also
show better prediction accuracy for the Malayalam language.
Since the pre-trained vector fastText is not performed well on
our datasets, the word embedding vector is created during the
training phase of the embedding layer. After experimenting
with various dimensions, the word vector is mapped to a
300-dimensional space for better prediction. Hybrid models
improved the performance by nearly 2% to 3% compared with

input_7 | input:
[(None, 45)]
InputLayer | output:

(None, 45)
Embedding | output

convld_4 | input:
(None, 45, 300) | (None, 44, 32)
ConviD | output:

[(None, 45)]

embedding_12 | input:
& Ld (None, 45, 300)

dropout_24 | input: gru_2 | input
(None, 44, 32) | (None, 44, 32) (None, 45, 300) | (None, 50)
Dropout | output: GRU | output:
‘max_poolingld_4 | input dropout_23 | input
(None, 44, 32) | (None, 22, 32) (None, 50) | (None, 50)
MaxPoolinglD | output Dropout | output

4

flatten_4 | input:
(None, 22, 32
Flaten | output:

concatenate_3 | input:
[(None, 704), (None, 50)]
Concatenate | output:

(None, 754)
Dense | output:

I

(None, 20) ‘ (None, 1) |

(None, 704)

(None, 754)

dense_19 | input:
(None, 20)

dense_20 | input:
Dense | output:

Fig. 13. Hybrid Architecture of CNN + GRU for Dataset I.
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TABLE IV. VALUES OF HYPERPARAMETERS ON DATASET I

Vol. 13, No. 4,

Model

Embedding
Dimension

Number of
Neurons in
Dense Layer

Dropout

Optimizer

Kernel Size

Filter Size /
Number of
Neurons

Output Layer
Activation
Function

Loss Function

LSTM

300

Adam

sigmoid

binary_crossentropy

Bi-LSTM

300

Adam

sigmoid

binary_crossentropy

GRU

300

Adam

sigmoid

binary_crossentropy

CNN + LSTM

300

Adam

linear SVM

squared_hinge

CNN + BiLSTM

300

Adam

linear SVM

squared_hinge

CNN + GRU

300

Adam

linear SVM

squared_hinge

input_1 input:
P P2 | [(None, 151)]

InputLayer | output:

(None, 151)

[(None, 151)]

embedding
Embedding | output:

input:
(None, 151, 100)

-

convld | input

(None, 151, 100) | (None, 150, 32)

ConvlD | output

|

bidirectional(stm)
Bidirectional(L STM) | output:

dropout_1 | input:
output:

input:

(None, 150, 32) | (None, 150, 32) (None, 151, 100)

Dropout

(None, 200)

‘max_pooling1d | input:
(None, 150, 32)
MaxPoolinglD | output.

input:

dropout | input:

(None, 200)

(None, 75, 32) (None, 200)

Dropout | output:

flatten
(None, 75, 32)

(None, 2400)
Flatten | output:

V|

concatenate | input:

None, 2400), , 200
Concatenate | output: [(None ) Mone, Il
input:

(None, 2600)

}

(None, 20)

(None, 2600)

dense_L
(None, 20)

Dense | output:

dense_2 | input:
(None, 3)

Dense | output:

Fig. 14. Hybrid Architecture of CNN + BiLSTM for Dataset II.

100

I Baseline Models
11 Hybrid Models

xQ
Yo

87.23

(0]
o
I

Accuracy (%)

DL Models

Fig. 15. Comparing Accuracy of DL Models on Dataset 1.

2022

TABLE V. EVALUATION MEASURES ON DATASET I

Recall
0.78
0.87
0.87
0.81
0.80
0.88
0.78
0.92
0.80
0.91
0.88
0.86

F1-Score
0.81
0.85
0.83
0.84
0.82
0.86
0.83
0.87
0.84
0.87
0.86
0.88

Support
581
630
581
630
581
630
581
630
581
630
581
630

Precision
0.84
0.82
0.80
0.88
0.85
0.83
0.90
0.83
0.88
0.84
0.85
0.90

Model
LSTM

Sentiment
Positive
Negative
Positive
Negative
Positive
Negative
Positive
Negative
Positive
Negative
Positive
Negative

Bi-LSTM

GRU

CNN + LSTM

CNN + Bi-LSTM

CNN + GRU

TABLE VI. TRAINING, VALIDATION AND TEST DATA ACCURACY OF
DATASET 1

Validation
Accuracy

Validation
Loss

Test
Accuracy

Training
Loss

Training

Model Accuracy

Test Loss

LSTM 0.0892 0.9586 0.4433 0.8571 0.5120 0.831

Bi-LSTM 0.1359 0.9482 0.3740 0.8552 0.4126 0.838

GRU 0.2068 0.9167 0.3659 0.8373 0.3217 0.8410

CNN + LSTM 0.1078 0.9548 0.5915 0.8373 0.4169 0.8572

CNN + BIiLSTM 0.1146 0.9473 0.5917 0.833 0.4288 0.858

CNN + GRU 0.1191 0.9486 0.4917 0.8472 0.4414 0.8723

baseline models for Dataset I and 1% to 2% for Dataset II. The
combined architecture of DNN models extracts better features
rather than a single model. CNN extracts the local features
and variants of RNN extracts the long-term features from the
text data. The hyperparameters like the number of neurons in
LSTM, BiLSTM and GRU are set to 50 for Dataset I and 100
for Dataset II after several trials with varying neurons. The
number of neurons at dense layer is selected as 20 for both
datasets. The sigmoid activation function is used at the output
layer for Dataset I and Softmax for Dataset II. But, for both
datasets, LinearSVM is selected as the best activation function
for hybrid models. The loss function binary_crossentropy, cat-
egorical_crossentropy and squared_hinge are applied for sig-
moid, softmax and SVM activation functions. Adam optimizer
is used for all the models. For small dataset, GRU performed
well and for large dataset Bi-LSTM shows better accuracy in
baseline models. Therefore, the combined architecture of CNN
and GRU got better prediction accuracy for Dataset I and CNN
+ BiLSTM shows better accuracy for Dataset II.

VI. CONCLUSION

The expeditious growth of social media content in regional
languages have led to the importance of SA in native lan-
guages. The advancement of ML and DL models has improved
the performance of NLP applications. Since general people in
Kerala use their native language to express their suggestions
and opinions in social media platforms like Twitter, Facebook,
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TABLE VII. VALUES OF HYPERPARAMETERS FOR DATASET II

. Number of Fi'lter
Model Erpbedd} ne Neurons in Dropout | Optimizer | Kernel Size Size/ Qutgut Layer' Loss function
Dimension Number of | Activation function
Dense layer
Neurons
LSTM 300 20 0.4 Adam 100 Softmax categorical_crossentropy
Bi-LSTM 300 20 0.4 Adam 100 Softmax categorical_crossentropy
GRU 300 20 0.4 Adam 100 Softmax categorical_crossentropy
CNN + LSTM 300 20 0.4 Adam 2 32,100 linear SVM squared_hinge
CNN + Bi-LSTM 300 20 0.4 Adam 2 32, 100 linear SVM squared_hinge
CNN + GRU 300 20 0.4 Adam 2 32, 100 linear SVM squared_hinge
TABLE VIII. E M D I 80 i
. EVALUATION MEASURES ON DATASET IlBasehne Models
Model Sentiment | Precision | Recall | F1-Score | Support Il Hybl"ld Models .
Positive 0.75 0.70 0.73 13271 < % I~
LSTM Negative 0.69 0.79 0.74 10560 75 1 I~ — o ﬂ %)
Neutral 0.70 0.65 0.68 10169 ;\g o~ — ~ =
Positive 0.74 071 0.73 13271 . = t~ Q
Bi-LSTM Negative 0.73 0.76 0.74 10560 NN I~
Neutral 0.69 0.70 0.69 10169 ~
Positive 0.73 0.73 0.73 13271 é
GRU Negative 0.74 0.78 0.76 T0560 < 70
Neutral 0.71 0.67 0.69 10169 8
Positive 0.75 0.73 0.74 13271 Q
CNN + LSTM Negative 0.75 0.77 0.76 10560 <<
Neutral 0.70 0.70 0.70 10169
Positive 0.78 0.71 0.75 13271 65 -
CNN + Bi-LSTM Negative 0.73 0.78 0.75 10560
Neutral 0.70 0.73 0.72 10169
Positive 0.75 0.75 0.75 13271
CNN + GRU Negative 0.74 0.76 0.75 10560
Neutral 0.72 0.69 0.70 10169 60
N S
SRS R
G RPN
TABLE IX. TRAINING, VALIDATION AND TEST DATA ACCURACY OF Qy\ %X Qj\ %
DATASET 11 G% X Cﬁ
%
Model Training Training Validation | Validation Test Test C)
Loss Accuracy Loss Accuracy Loss Accuracy
LSTM 0.1243 95.76 0.7845 73.12 0.8245 71.42 DL Models
BiLSTM 0.2698 89.56 0.8296 73.36 0.7982 72.74
SR e 1 A Fig. 16, Comparing Accuracy of DL Models on Datset I
CNN + Bi-LSTM 0.2513 88.50 0.5437 74.38 0.6184 74.0
CNN + GRU 0.2132 91.40 0.6231 73.85 0.7123 73.72

etc. The automation of SA in Malayalam is essential for anal-
ysis. Also, DL models like LSTM, BiLSTM and GRU prevail
over other methods of SC of text datasets. This paper proposes
SA of Malayalam tweets using hybrid DNN models. Three
different baseline DNN models, namely, LSTM, BiLSTM,
GRU and further hybrid models combined with CNN and
variants of RNN, including LSTM, Bi-LSTM and GRU, have
been used for SC of tweets as positive, negative, or neutral. The
experiments were conducted on two different datasets. Hybrid
DL models performed well in both datasets. The combined
architecture of CNN and the variants of RNN extract the
best features compared to a single model. The word vector
is formed during the training phase and mapped into a 300-
dimensional vector space to achieve semantically similar words
in the same space. Among the hybrid models, CNN + GRU
shows the highest accuracy of 87.23 % for Dataset I and CNN
+ BiLSTM show better performance for Dataset II with an
accuracy of 74%.

The major challenge was lack of benchmark datasets and
lexical resources in Malayalam language. Hence, SA was
done only on two different datasets, which is insufficient
to standardize the results. Future work is aimed to develop

benchmark datasets to achieve standardization of text analysis
in Malayalam language.
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