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Abstract—It is common among security organizations to run 

processes system call trace data to predict its anomalous 

behavior, and it is still a dynamic study region. Learning-based 

algorithms can be employed to solve such problems since it is 

typical pattern recognition problem. With the advanced progress 

in operating systems, some datasets became outdated and 

irrelevant. System calls datasets such as Australian Defense 

Force Academy Linux Dataset (ADFA-LD) are amongst the 

current cohort containing labeled data of system call traces for 

normal and malicious processes on various applications. In this 

paper, we propose a hybrid deep learning-based anomaly 

detection system. To advance the detection accurateness and 

competence of anomaly detection systems, Convolution Neural 

Network (CNN) with Long Short Term Memory (LSTM) is 

employed. The raw sequence of system call trace is fed to the 

CNN network first, reducing the traces' dimension. This reduced 

trace vector is further fed to the LSTM network to learn the 

sequences of the system calls and produce the concluding 

detection outcome. Tensorflow-GPU was used to implement and 

train the hybrid model and evaluated on the ADFA-LD dataset. 

Experimental results showed that the proposed method had 

reduced training time with an enhanced anomaly detection rate. 

Therefore, this method lowers the false alarm rates. 
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I. INTRODUCTION 

Intrusion detection is the procedure of recognizing 
malicious behaviors on the network [1]. There are two kinds of 
intrusion-based detection systems. They are network-based [2] 
and host-based [3] —network-based examines the traffic on the 
network and the set of protocols to govern the conceivable 
intrusions. Pattern matching procedures were used earlier by 
analysts [4]. Packet header of the data, string and port data are 
among the few matching features used. Such features improve 
the consistency and suitability. Particle swarm optimization, 
gray wolf algorithm, genetic algorithm are some of the current 
feature selection algorithms [5, 6]. The genetic algorithm runs 
to the issue of moderately outsized randomness; the gray wolf 
algorithm traps easily in the local optimum. Host-based 
intrusion detection system investigates the system maneuver 
data such as the log files and audits for anomalous pattern 
behavior. Learning-based methods are popular compare to the 
rule-based system with the increasing complexity of the 
environment [7]. Support Vector Machine, Decision Tree, and 
Random Forest are some of the traditional machine learning 
algorithms [8, 9, 10, and 11] applied for host-based intrusion 
detection systems. Hinton projected the idea of deep learning 

first in 2006 [12]. Deep Learning learns the complex patterns 
of the data in both supervised and unsupervised ways. Hence, 
deep learning based algorithms are widely used in natural 
language processing areas, image processing areas, etc. In 
recent years, scholars started smearing deep Learning based 
algorithms to solve intrusion detection problems. To reduce the 
dimensionality of features and extract meaningful patterns, 
autoencoders are widely used. It encodes the high-dimensional 
input data into lower dimension subspace. Convolution Neural 
Network extracts the significant features from the image data 
(Gray Scale or Color). Chawla et al. [13] applied stacked CNN 
and achieved an accuracy of 0.81. Diep et al. [14] focused on 
custom CNN with word embedding followed by Bi-LSTM and 
achieved a score of 0.96. In this work, we study the application 
of learning-based Convolution Neural Network (CNN) and 
Long Short Term Memory (LSTM) algorithm with 
optimization of hyperparameters to detect the anomalies [15] 
with reduced and efficient neural architecture and in optimized 
training time. The second focus is on the training time of the 
hybrid model. The training time of the proposed hybrid model 
is significantly reduced compared to the baseline models. The 
rest of the divisions are as follows. In Section 2, we discuss the 
related work on anomaly detection systems. The dataset is 
explained in Section 3. Next, we provide explanation of 
proposed framework in Section 4. Next, in Section 5 we 
explain the experimental results and finally we conclude in 
section 6 with future work discussion. 

II. RELATED WORK 

A system call is a call made by a program to the kernel for 
a service. Its system calls sequence can analyze the behavior of 
the process. Such traces are used to classify a process as 
normal or malicious in a host-based intrusion detection system. 
For such behavior classification of a process, numerous data 
representation methods can be found in the literature. Sequence 
n-gram model [16, 17] and pair-gram [18, 19] are among the 
few representations to extract the meaningful features from the 
trace of system call. Information retrieval and Natural language 
processing (NLP) techniques can be used by treating an 
individual system call as word and the trace of system call as 
the document. Vector space model and Boolean model-based 
document representation approach are used to extract the 
features from the traces. X. Wang et al. [20] extracted the 
feature using the Boolean model with n-gram approach and 
further applied the Support Vector Machine algorithm for 
classification purposes. Vector space model was used by K. 
Rieck et al. [21] with polynomial function for categorizing the 
traces of system call. As a distance metric, Y. Liao [22] used a 
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vector space model with a k-nearest neighbor classifier with 
cosine similarity. Nonetheless, such a classification system 
considers the system calls frequencies and not its sequence. 
System call trace datasets like DARPA [23] and University of 
New Mexico [24] were widely used by researchers for training 
the learning-based algorithms for analyzing the behavior of the 
processes. Nevertheless, with the advanced modernization of 
complex operating systems, these datasets are becoming 
irrelevant. ADFA datasets by G. Creech et al. [25, 26] are 
currently used to benchmark the evaluation of intrusion 
detection systems based on a system call. They used short 
sequences and a projected model for anomaly detection. It has 
an extensive pool of system call traces. They trained one-class 
SVM, Hidden Markov Model, and Extreme Learning Machine 
algorithms. With one-class SVM, the author achieved 80% 
accuracy and 90% with ELM [27]. It is a time-intensive task 
for learning a vocabulary of all sequences. Miao Xie et al. [28] 
uses principal component analysis [29] to reduce the 
dimensionality of features on the ADFA-LD dataset and 
further train k-means clustering and k-nearest neighbor 
algorithms. There result showed an additional endeavor, they 
achieved an accuracy of 70% by training one-class SVM. The 
results and experiments in the proposed work are mostly on the 
supervised classification [30, 31]. Thus, in this work, we 
implemented a hybrid learning-based approach. 

III. ADFA-LD DATASET 

Australian Defense Force Academy generated the ADFA-
LD host-based intrusion detection dataset. Linux system calls 
are being recorded in this dataset. To communicate between 
the user and kernel mode, standard interfaces are provided by 
the Linux kernel. The programs in user-mode have very partial 
reference to hardware devices for accessing the resources of 
systems, read and write to the device, and new process 
creation. Every system call has a unique identifier number on 
the sequence trace. The host designed to characterize a recent 
Linux server which logs the traces of system calls during a 
specified period. Authentic programs functioned in normal 
behavior during such sampling period. The constituted Linux 
server comprises of file distribution, remote access, database, 
and web server type of functionality. Entirely patched Ubuntu 
11.04 operating system with Linux kernel 2.6.38 was used. For 
access to services on the web, Apache 2.2.17 and PHP 5.3.5 
were configured. Secure Shell Protocol, MySQL, and File 
Transfer Protocol with their default ports were permitted. As a 
collaborative web-based tool, TikiWiki 8.1 was installed. 
Subsequently, various cyberattacks listed in Table I are 
injected to generate the abnormal traces. 

TABLE I. ADFA-LD DATASET 

Trace Type Count Label 

Hydra-FTP 162 Abnormal 

Hydra-SSH 148 Abnormal 

Webshell 118 Abnormal 

Java Meterpreter 125 Abnormal 

Meterpreter 75 Abnormal 

Add user 91  Abnormal 

Training 833 Normal 

Validation 4373 Normal 

IV. PROPOSED FRAMEWORK 

Fig. 1 depicts the overall framework. There are three 
phases. Dataset Collection, Data Engineering and Training of 
the Detection Algorithm with the final testing. 

 

Fig. 1. Proposed Framework. 

Phase-1: Data Collection 

We employed the ADFA-LD dataset which is explained in 
Section 3. 

Phase-2: Data Engineering (Preprocessing) 

The following tasks are performed: 

 Windowing the sequence of the system calls as input 
and output and performing the encoding of the target 
category [32]. 

 Applying stratified sampling and divide the dataset into 
train, validate, and test. 

Phase-3: Algorithm Training. 

In this phase, the hybrid model is trained as discussed 
below: 

A. Training of the Model 

A hybrid deep learning-based Convolution Neural Network 
with long short term memory algorithm is trained in this phase. 

1) Convolution neural network: It is a type of neural 

network, as depicted in Fig. 2, which is widely used for 

images dataset. It is used for image segmentation, 

classification, etc. 

 

Fig. 2. Convolution Neural Network. 
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There are two layers in CNN architecture. They are: 

a) Convolution layer: This layer applies convolution 

operation on the input image to extract the meaningful feature. 

Each pixel value of the image is multiplied by the 

corresponding filter value, and finally, all the values are 

added. 

b) Pooling layer: This layer is used to reduce the 

dimensionality of the images. There are different types: Max-

Pooling, Min-Pooling, Mean-Pooling, etc. 

Rectifier Linear Unit (ReLu) activation function is applied 
to deal with the non-linearity of the data. Finally, a fully 
connected dense layer is employed to predict the outcome. 

2) Long short term memory: LSTM has memory cells. 

Numerous gates are attached to the LSTM system to mitigate 

the vanishing gradient problem of the RNN [33]. These gates 

behave like a memory. The memory update occurs with the 

read of an input by the cell. It has the following four gates: 

I gate: It enhances the updation of the new incoming 
memory. 

O gate: It updates the new hidden state by selecting the new 
memory cell info. 

F gate: It regulates the amount of old information to be 
discarded. 

M gate: It creates new memory. 

For a example dataset of U=(U1, U2, U3, UN-1, UN) as input 
to network, it updates the above four gates values to learn the 
output variable. It is updated as follows: 

(𝑧𝑡 , 𝑑𝑡−1, 𝑠𝑡−1) → (𝑑𝑡 , 𝑠𝑡)              (1) 

𝑖𝑡 = σ (𝑘𝑧𝑖𝑧𝑡 + 𝑘𝑑𝑖𝑑𝑡−1 +  𝑘𝑠𝑖𝑎𝑡−1 +  𝑗𝑖)            (2)

𝑓𝑡 = σ (𝑘𝑧𝑓𝑧𝑡 + 𝑘𝑑𝑓𝑑𝑡−1 + 𝑘𝑎𝑓𝑎𝑡−1 +  𝑗𝑓)           (3)

𝑎𝑡 = 𝑓𝑡 ∗  𝑎𝑡−1 + 𝑖𝑡 ∗ 𝑡𝑎𝑛ℎ(𝑘𝑧𝑎𝑧𝑡  +  𝑘𝑑𝑎𝑑𝑡−1  +  𝑗𝑎)          (4)

𝑦𝑡 = σ (𝑘𝑧𝑦𝑧𝑡 + 𝑘𝑑𝑦𝑑𝑡−1 + 𝑘𝑎𝑦𝑎𝑡 + 𝑗𝑦)           (5)

𝑑𝑡 = 𝑦𝑡 ∗ 𝑡𝑎𝑛ℎ(𝑎𝑡)             (6)

where ji, jf ,jy ,ja represents the bias units for I, F, O, and the 
memory cell, respectively. Next, k denotes the weight vector, 
and a denotes memory state with output of intermediate layer’s 
as d as shown in Fig. 3. 

 

Fig. 3. Long Short Term Memory. 

We developed and trained the hybrid CNN [34] with 
LSTM model architecture shown in Fig. 4. To optimize the 
hyper-parameters value, we use the K-fold technique with K 
being 10 [35]. The proposed architecture has a custom 
ConvLSTM2D layer. This layer takes the raw system call 
sequences of normal operation as input. The convolution layer 
applies the convolution operation followed by the pooling 
technique to extract the meaningful features from the 
sequences. We use a kernel size of (1,2) with 64 filters. Next, 
the extracted sequence is fed to the LSTM layer, which learns 
the patterns of the normal behavior of the sequences. 
TimeDistributed layer is applied to pass the hidden output at 
every time step. Finally, the output is flattened and passed to a 
fully connected dense layer, predicting the final result. 

The following metric is used to evaluate the model. 

Mean Squared Error (MSE): It finds the square deviations 
between predicted and actual value. 

MSE = 
1

𝑁
∑( 𝑌 − 𝑌)

2
             (7) 

N is the total data points, Y is the actual ground-truth label, 

and 𝑌 is the predicted label. 

B. Optimization of the Model 

We use the validation part of the dataset for optimizing the 
hyper-parameter [36, 37] for the hybrid model. Parameters that 
are tuned are as follows: 

 Number of Epochs: Total amount of time, data is passed 
to the model. 

 Batch-size: Total count of data sequence given to the 
model to calculate the loss and update the weight. After 
the fine-tune optimization, test data is used to evaluate 
the model. 

 

Fig. 4. Model Architecture. 
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V. EXPERIMENTAL RESULTS 

The hybrid model was trained with activation function 
namely Rectifier Linear Unit. The optimal accuracy rate is 
achieved with a batch-size of 128. While training the deep 
neural network, the size of the batch is one of the critical 
hyper-parameter to be tuned. Stochastic Batch, Batch, and 
Mini-Batch are the three variants of batch sizes. The model 
waits till the end of the processing to update the weights in 
batch variant. Next, model updates the weights after every 
input sequence in stochastic batch approach. Model updates the 
weights after every batch in minibatch approach. We train the 
hybrid model with mini-batch of {16, 32, 64, 128, and 256}. At 
each batch value, the accuracy value is shown in Fig. 5. The 
highest accuracy of 0.961 is achieved with a batch value of 
128. Fig. 6 and 7 depicts the accuracy and loss at each epoch. 
After 100th Epoch, the accuracy and loss didn’t change much. 
With the proposed hybrid approach, we achieved 96% 
accuracy rate and 0.04% loss. The comparison with baseline is 
given in Table II. 

 

Fig. 5. Accuracy for Individual Batch. 

 

Fig. 6. Accuracy for Individual Epoch. 

 

Fig. 7. Loss for Individual Batch. 

TABLE II. COMPARISON WITH BASELINE 

Model Accuracy 

CNN 0.81 

LSTM 0.88 

CNN+LSTM 0.96 

VI. CONCLUSION 

Intrusion-based detection algorithms exert on the postulate 
that normal events differ from abnormal events. Anomaly 
detection algorithms learn a program's behavior during its 
normal operation. Process behavior is defined by the 
occurrence of the system call in a particular sequence. We 
proposed a hybrid deep learning-based CNN with an LSTM 
model to detect the anomaly in the sequence of system calls. 
CNN was used to extract the meaningful features, and LSTM 
was used to learn the patterns of the sequence from the reduced 
features. The model is trained with the normal process 
behavior and tested against the normal and malware-infected 
process. We use the ADFA-LD dataset to test our proposed 
hybrid model. We achieved an accuracy rate of 96% with a 
reduced time. 

This work can be extended by applying the AutoEncoder 
neural network to reduce the dimensionality of the data further. 
Furthermore, numerous natural language processing-based 
algorithms can be trained, such as Bi-Directional LSTM and 
Transformers for comparative analysis. 
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