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Abstract—Load balancing distributes incoming network 
traffic across multiple controllers that improve the availability of 
the internet for users. The load balancing is responsible to 
maintain the internet availability to users in 24 hours by 7 days a 
week. However, the internet become unavailable since the load 
balancer is inflexibility, costly, and non-programmable for 
settings adjustment especially in managing the network traffic 
congestion. An increasing user using mobile devices and cloud 
facilities, the current load balancer has limitations and demands 
for the deployment of a Software-Defined Network (SDN). SDN 
decouples network control, applications, network services, and 
forwarding roles; hence makes the network more flexible, 
affordable, and programmable. Furthermore, it has been found 
that SDN load balancing performs intelligent action, efficient and 
maintains better QoS (Quality of Service) performance. This 
study proposes the application of SDN-based Load Balancing 
since it provides pre-defined servers in the server-farm that 
receive the arrived Internet Protocol (IP) data packet from 
various clients in the same number of loads and process orders 
for each server. Experiments have been conducted using 
Mininet™ and based on several scenarios (Scenario A, Scenario 
B, and Scenario C) of network topologies. Parameters used to 
evaluate the load balancing in SDN are throughput, delay, and 
jitter. Findings indicated that scenario A gives a high 
throughput, scenario B and C produce a low jitter values and 
scenario C produces the lowest delay. The impact of SDN brings 
a multi-path adaptive direction in finding the best route for a 
better network performance. 
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I. INTRODUCTION 
The network started in the late 1990s with electronic 

messaging (e-mail), followed by file transfer protocol (FTP) 
and more network services are used such as access multimedia 
files (audio or video) or content distribution in TCP/IP 
architecture [1]. An increasing usage of video streaming of the 
network user has shown in recent trends. There will be 5.3 
billion total users by 2023 [2]. Moreover, the enormous 
growth of users is due to the use of applications in cloud 
services, such as Internet of Things (IoT) and Data Science. 
These applications and network services demand a huge 
volume of IP traffic transmissions in a high-speed data 
communication infrastructure. 

In the legacy network, load balancing segregates inbound 
network packets that coming into the network and outbound 
the packets across the network through multiple controllers. In 
a simple definition, load balancing is to ensure availability of 
network services and applications to users for every 24 hours 

in 7 days. As an analogy, load balancing performed as a traffic 
policemen standing in the middle of junctions and giving 
directions for vehicles to take turns to maneuver to avoid 
traffic jams or accidents. 

Moreover, load balancing is responsible to balance an 
enormous volume of IP traffic across two or more Wide Area 
Network (WAN) that links without using complex routing 
protocols such as Border Group Protocol (BGP). The 
application of the balancing service produces an equilibrium 
network session over multiple connections in order to spread 
out the amount of bandwidth used by each Local Area 
Network (LAN) users, for example, browsing websites and 
accessing email. 

Video streaming and gigantic data transmission from 
various users to another, demand another mechanism to be 
integrated with the load balancing in solving problems of 
delay, packet loss and high bandwidth utilization. Therefore, 
the objective of this study is to analyze the new mechanism in 
the load balancing and evaluate the network performance 
(jitter, delay and throughput) based on scenarios (A, B and C). 

The following Section II describes the literature review of 
load balancing. Section III explains on materials and method 
used to perform the experiment environment of SDN using 
scenarios to represent the network topology. Section IV 
explains about results and findings of the study. Section V is 
the discussion that presents the challenges of doing the 
research. Section VI summaries the SDN load balancing and 
network performance evaluation based on scenarios. 

II. LITERATURE REVIEW 
LAN and WAN needs an implementation of a load 

balancing mechanism to competently distribute arriving 
packet traffic over a collection of server farm. The importance 
of the load balancing located at servers and routing clients 
requires a maximum speed, and capacity utilization across 
servers in order to guarantees that no server is strained that 
reduce the efficiency [3] of network performance. 

Therefore, load balancing manages the increasing number 
of IP traffic in the internet for a better network performance. 
In WAN environment, when one of servers is failed, the load 
balancing device reroutes traffic [4] to available server in the 
farm. As the additional server is included to the farm, the load 
balancing instantly sends requisition to the server group for 
acknowledgment and provides the alternative route for the 
traffic packet to travel. 
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Nevertheless, a major issue in the load balancing is the 
difficulty in managing large network using only a single 
server [5]. A single server in the topology design produces a 
bottleneck [6] condition as soon as all data packets queueing 
at the interface in the same time to get to the destination. 

In fact, the load balancing is made of hardware-based-
networks controller and requires system maintenance in 
managing huge IP traffic. On one hand, the manufacturer has 
hard coded the programmable controls that is easier to install 
and settings at the load balancer device. On the other hand, the 
load balancer performs a complicated route [7]–[9], difficult 
maintenance process, and is time-consuming. 

Another issue related to the load balancing is the existing 
TCP/IP construction framework was not planned to fulfil the 
need of the large scale of video content distribution [10] and a 
high number of Internet users. To change the TCP/IP 
architecture involve enormous amount of expenditure. For a 
quick solution, a cost-effective approach to overcome the 
problem of TCP/IP stack is implemented using the software-
defined networking (SDN) [5] since it creates another 
visualization layer for content processing and content 
distribution. 

Load balancing networks are non-programmable [11] since 
the network administrator unable to perform new settings and 
the configuration is set by default that is session based load 
balancing. Fig. 1 shows the load balancing that uses the 
hardware-based-controller at the control plane for each data 
plane. 

 
Fig. 1. Load Balancing in Network Architecture. 

The configuration and setup are fixed and programmed 
according to functionalities and services to be provided. The 
control plane is situated at the data plane that increases the 
cost of implementation and installation of the networking 
infrastructure. The load balancing uses several techniques 
such as round robin, the least connection approach and 
software-defined networking load balancing. 

The round robin approach is capable to forward total 
traffic packet by responding to DNS requests with a list of IP 
addresses from the nodes through poor connections and low 
bandwidth links. Round robin algorithm uses heterogeneous 

servers [12] with different link of quality, measure the load 
condition, and variation of security restrictions based on 
several scenarios of network environment. For example, a set 
of identical servers is allocated to provide the same services 
such as centralized management and control; scalable, reliable 
and monitoring performance. Although each server has its 
own IP address, it is set up to utilize the same domain name. 
The DNS server keeps track of all IP addresses linked with 
Internet domain names. When a request for an Internet domain 
name and its related IP address is received, the entire 
addresses are delivered and return in a rotating order. This 
architecture considers only the distribution of the incoming 
traffic without considering the server's side [13]. Nonetheless, 
round robin algorithm predicts that every server has the same 
capability and resource specifications such as CPU and RAM, 
to handle equivalent loads. 

The least connection approach brings the recent server 
load into account. The invitation is sent to the server that has 
served with the lowest number of connections. Each server is 
assigned to a unique number. If the number of alive 
connections on two servers is the same, the higher weighted 
server gets a new request. Every server in a pool is assigned 
an agent, which announced to the load balancer on its latest 
load. This real-time data is used to determine the server that 
should be used to best handle requests [14], which avoid 
overloading a server through numbers of server connections. 
However, in measuring the present acquaintances, the server 
capacity cannot be examined. 

A SDN load balancing approach produces an efficient and 
has a higher speed [15] of network performance. SDN load 
balancing occupies an important position to solve over-load 
traffic problem in the network. In fact, the SDN itself is an 
evolving field in the networking systems and is highly in 
demand [2]. Google, Facebook, Yahoo, and Microsoft are 
adopting SDN through open standards development. A SDN 
produces a flexible, scalable, cost-effective and adaptive 
features that is ideal for high-bandwidth and complex 
application in the content distribution. The incorporation of a 
few low-level features of the network application instead of 
hardware implementation helps the network administrators to 
be more effective in managing multiple servers and complex 
networks. 

In addition, SDN allows data to be obtained based on 
content rather than relying on the hostname and IP address of 
the device. This is because video or multimedia content is 
allocated in the cloud platform provider and less concern on 
the host identification or IP address of the cloud server 
location. With the combination element from SDN helps load 
balancing to be able to access data at anywhere and anytime. 

SDN is deployed in various networks [16] such as 
organization and campus networks, data centers and Internet 
Exchange Points. Moreover, SDN architecture integrates the 
network control and forwarding function that allow a dynamic 
and programmable configuration in a cloud-based network 
monitoring for the new generation of network management. 
To improve the network performance, SDN offers a 
simulation platform for a better performance compared to the 
legacy network management. 
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The SDN load balancing is more lightweight [17] in terms 
of CPU utilization and time intervals. SDN load balancing 
provides features of stability, reliability and scalability [18] 
during data transmitting and receiving from one server to 
another. The advantage of SDN load balancing reduces the 
congestion but increase the speed in data transmission. 

In SDN, load balancing performs as an “aware-routing” 
protocol, which is an essential element that aids availability 
and scalability, resulting in the shortest possible application 
response time. Millions of individuals are linked to the 
internet, resulting in increased web traffic, network congestion, 
and packet losses, thus, the use of load balancing strategies 
improves network efficiency. Moreover, the SDN load 
balancing brings benefits in terms of: 

A. Enhance end-to-end Network Quality-of-service (QoS) 
SDN load balancing enhances the overall networking 

system's efficiency and QoS [19],[20]. In terms of latency, 
reaction time, and network performance, QoS provides a 
better user experience. 

B. Optimize Resource Utilization 
Resource usage is critical, and it must be optimized for 

maximum efficiency. Bandwidth, processor, connection, and 
memory utilization [21] are all network resources that must be 
exploited. 

C. Decrease Transmission Latency 
The term "transmission latency" [22] states time taken for 

a switch to send information. Latency is affected by numerous 
aspects of switch performance, including congestion and data 
packet size. The switch load state is represented by congestion 
in the link, and SDN accumulates the data packets transferred 
within a transmission rate and session. Latency is a network 
performance characteristic that must be less than 100ms in 
order to maintain a good data delivery. 

D. Minimize Response Time 
Response time means time intermission of a server 

demands and transmit information are achieved [23]. Thus, the 
load balancing algorithm uses a distributed SDN network to 
minimize the response time. 

E. Avoiding Bottlenecks 
Network congestion creates bottleneck at the load balancer 

[24]. To avoid bottleneck, the SDN load balancing is 
configured to avoid the switch or controller to get overloaded. 
Configuration options that are optimized reduce resource use 
while increasing efficiency, scalability, and response time. 
The network performance is more effective, there is failover 
prevention and reduce bottlenecks. 

F. Maximize the throughput 
The SDN load balancing maximize throughput [25] during 

data transmission. A high throughput is vital for a good 
network performance since how much data could be delivered 
within a conversation, which traffic packets are distributed 
evenly to many nodes and in various types of platforms. The 
size of traffic packets is delivered in the same kilobytes over a 
period of time and from one node to another. 

 
Fig. 2. SDN Load Balancing in Network Architecture. 

Fig. 2 illustrates the SDN load balancing in the network 
architecture. The use of controller has been minimized and 
cost of installation is reduced. The data plane and the control 
plane are separated at a different location and space. The 
purpose is to allow users who use a huge multimedia data to 
access information from various locations regardless the 
operating system platform and the network architecture in a 
small expenditure. 

The performance of SDN load balancing is based on 
parameters, which are throughput, delay and jitter. 

Throughput provides information on the successful data 
packet travelling from one start point to the end point in a 
provided period. Packet arrival at the destination node in a fast 
speed is the key indicator for the best service performance in a 
network. Using throughput, the problem of packet loss is 
investigated to find the root cause of the problem. Load 
balancing maximizes throughput by decreasing response time 
intervals and decreasing data traffic jams. 

Based on Equation 1, Mathematical calculation for the 
throughput can be calculated: 

Throughput, ỹ(𝑁) = 𝑐 �1 −  1

1+ �1+ 𝛽
1− 𝛽� 𝑁

�           (1) 

Delay is the time taken for a message or data packets to 
travel from the source of destination, arrive at the destination 
node and get back to the source of destination. This is called 
as the round-trip time (RTT) of the network. Based on 
Equation 2, Delay is calculated: 

 𝑃𝑟 (𝐸 = 𝑥) 

�
∑ 𝑓𝑖∞
𝑖=0 (𝑎),∑ 𝑓𝑖∞

𝑖=0 (𝑏),      𝑥 = 0
∑ 𝑓𝑖∞
𝑖=0 (𝑎), 𝑓2𝑥+𝑖 (𝑏) +  ∑ 𝑓𝑖∞

𝑖=0 (𝑏), 𝑓2𝑥+𝑖 (𝑎), 𝑥 > 0.�        (2) 

Jitter is defined as a variation in the delay of data packets 
flowing through the network from one node to another node. 
The jitter situation occurred when data packets do not reach 
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the destination node in the same arrangement as they were 
sent. The inconsistency of delay values during data 
transmission determines the quality of network services 
provided to Internet users. An outcome of the jitter is a higher 
a jitter value, a higher change of the delay and packet loss 
happened in the network. Based on Equation 3. Jitter is 
calculated: 

Jitter, 𝜎𝒸 = 𝑙𝑖𝑚𝑛=∞ �
1
𝑁 

 ∑ (∆𝑇𝑚)2𝑁
𝑛=1            (3) 

Thus, in this paper, the implementation of SDN load 
balancing with multiple servers is proposed for load balancing 
since it helps to prevent the bottleneck problem and reduces 
the data packet congestion in the network. 

III. MATERIALS AND METHOD 
The method of network configuration in this study is 

implemented according to simulation-based-experiments using 
Mininet software [26] in a simple LAN [27] environment. 
Multiple servers are configured since a single server creates 
congestion in the network. 

The performance measurement and monitoring response 
are analyzed through different scenarios of load balancing 
using network controller software tool. There are 3 scenarios 
implemented, which are scenario A, scenario B, and scenario 
C. Every scenario consists of SDN Controller, switches, and 
numbers of clients’ connection, which is important for the 
evaluation. The servers act as a server pool connected to the 
SDN switch controller and as a data packet reaches at the 
SDN switch controller, the next selected server appears in the 
list of all servers on the network system. As a result, every 
server in the database handles orders with the same number of 
loads. 

A. Scenario A 
In this scenario, the topology is based on a simple design, 

which consists of four clients and two servers. The controller 
was created using an OpenFlow controller. Fig. 3 illustrates 
the topology consists of a switch controller, two servers and 
four hosts. 

 
Fig. 3. Topology of Scenario A. 

The load is utilizing all of the CPU assets on both web 
servers. Assume the load on those servers gets to be 
overwhelming and the Internet location execution diminishes 
drastically, fair basically includes a third server to the cluster 
giving extra assets. The arrange activity would at that point be 
disseminated over three servers as restricted to two. 

B. Scenario B 
The second scenario consists of four clients, and there are 

four server pools connected to the switch controller, which is 
the OpenFlow controller. Each host is located at a dedicated 
server, which helps to increase the outputs performance. The 
network performance is measured and monitored based on the 
delay, throughput and jitter values. Expected outcome of this 
experiment is to produce a lower delay, better throughput and 
lower jitter. Fig. 4 illustrates the scenario B experiment setup. 

 
Fig. 4. Topology of Scenario B. 

C. Scenario C 
The third topology is scenario C consists of one switch 

controller connected to the four server pools, which support 
eight clients. The design is similar to the previous two 
topologies, but there is an additional number of clients. The 
load balancers lag in these design topologies where the 
response time and latency increase the load balancers. The 
SDN controller and the servers remain the same as in Scenario 
B, and the number of hosts is doubled into 8 hosts. Fig. 5 
illustrates Network C. 

For all scenarios, the OpenFlow controller is configured 
using the IP address of 10.0.1.1 and connected to the switch 
through servers with IP addresses of 10.0.0.1 and 10.0.0.2. 
The port number of 6633 is used for listening the network 
packet. The data is captured and tabulated as shown in Table I, 
Table II and Table III at Section IV. 
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Fig. 5. Topology of Scenario C. 

IV. RESULTS AND FINDINGS  
The network performance is analyzed according to metrics, 

namely throughput, delay and jitter for every scenario. 
Comparison is done using simulation and outcomes are 
evaluated in scenarios based on the number of clients and 
servers. The result shows that the SDN load balancing is 
measured in traffic packet of Transmission Control Protocol 
(TCP) and User Datagram Protocol (UDP) traffic. 

A. Throughput 
SDN load balancing used a pox controller load balancing 

connected to number of hosts. Table I illustrates the result of 
throughput based on scenarios obtained from the experiment 
conducted. 

TABLE I. THROUGHPUT FOR EVERY SECOND 

Number of Request 
Scenario 

A B C 

10 41,826 2016 1253 

20 16,349 1324 4302 

30 17,578 2255 5649 

40 33,072 1901 4339 

50 52,576 2235 6355 

60 55,906 4857 4544 

70 72,538 3991 4348 

80 66,886 4768 5580 

90 69,595 2990 6082 

100 76,580 3839 5591 

Based on the number of traffic packet requested and 
transmitted by the server, Scenario A shows larger amount of 
throughput as the number of traffic request increased. 
Meanwhile, the Scenario B and Scenario C illustrates an 
almost same range of values of throughput. Fig. 6 illustrates 
the throughput values in a form of graph for Scenario A, 
Scenario B and Scenario C for a better visualization and 
comparison. 
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Fig. 6. Throughput Performance based on Scenarios. 

Scenario A has given the highest throughput among other 
scenarios. Even though Scenario A only has two servers but 
with the SDN based switch controller helps the data 
transmission to be in effectively and efficiently delivered. 
Scenario B and Scenario C demonstrate a low throughput 
value. This is because data packets lost during transmission 
will cause poor or slow network performance, while poor 
performance indicates problems such as packet loss. Using 
performance to measure network speed is beneficial for 
troubleshooting because it can root out the exact cause of 
network slowdowns and alert administrators to packet loss-
related issues. 

B. Delay 
The purpose of the SDN load balancing method is to 

reduce network lag and improve link load balancing by 
optimizing route calculation and multipath scheduling. 
Table II provides the delay values for Scenario A, Scenario B, 
and Scenario C. 

Based on Table II, Scenario B indicates a highest delay 
even though a dedicated server has been provided for each 
node. Another finding shows that Scenario C shows a higher 
delay than Scenario A but changed after the number of 
requests increased at value of 20. After a peak at number of 
requests of 30, Scenario A keeps showing a constant delay. 
Fig. 7 presents the delay in a form of representative graph. 

Based on results from Table II, Scenario C shows a 
continuous delay in time taken to transmit the packet. Scenario 
B shows imbalance condition of delay as the network is 
monitored to be slow in performance even though a dedicated 
server is provided to each node, which the concept of single 
server is not applicable using SDN controller. As a result, 
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Scenario C performs a slow in speed of data transmission in 
the network performance, Scenario B consists of the highest 
delay due to type of data packets travels depending on the 
application that the user used. Scenario A shows unstable 
condition at the beginning but then the delay is increasing as 
the number of packets are requested by clients. 

TABLE II. DELAY FOR EVERY SECOND 

Number of Request 
Scenario 

A B C 

10 10,160 21,383 31,273 

20 12,738 57,435 18,223 

30 71,322 51,088 20,816 

40 49,251 83,701 35,595 

50 41,975 88,362 30,841 

60 44,300 47,294 52,105 

70 41,278 69,933 58,059 

80 51,581 69,052 57,458 

90 56,749 125,331 58,777 

100 60,214 104,335 72,069 
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Fig. 7. Delay Performance based on Scenarios. 

C. Jitter 
Using SDN load balancing, jitter is measured to find the 

variation of delay in arriving packets to destinations. The 
variation of jitter represents the pattern or behavior when there 
is a route changed or congestion. 

Table III shows the value of jitter obtained from the 
Scenario A, Scenario B and Scenario C. Based on the jitter 
values, Scenario B and Scenario C produce almost the same 
pattern of jitter since both scenarios using four servers with 
different number of clients. Finding shows that the jitter 
produces the similar variation of delay of the server that is 
designed with or without a dedicated server to a particular 
client. 

Fig. 8 shows Scenario A has given an inconsistency 
condition compared to Scenario B and Scenario C. Scenario A 
demonstrates that the topology A built a large data packet 
queue that causes a huge delay and bursts of jitter. Finding 
found that Scenario A has a higher jitter than Scenario B and 
Scenario C because it processes the packet request more to 
transmit to the destination. Thus, it disrupts in the idle 
condition of transmitting data packets. The jitter is represented 
in a variance in time delay in milliseconds for data packets 
over a network. 

Scenario B and Scenario C gives a reliable and scalable 
network performance. The jitter condition is noticeable as the 
graph pattern shows an almost constant variation form. For 
example, a user using Cisco WebEx or Microsoft Teams for 
online meeting has been several times disconnected. Not only 
that, user cannot hear the voice of another user or the voice 
quality has been distorted. Therefore, the longer the data 
packet arrives, the greater the negative impact of jitter on 
video and audio quality. 

TABLE III. JITTER FOR EVERY SECOND 

Number of Request 
Scenario 

A B C 

10 1.127 0.998 1.000 

20 2.237 0.986 1.006 

30 0.001 1.008 1.008 

40 0.007 1.013 1.002 

50 5.481 1.001 1.016 

60 6.852 1.021 1.001 

70 0.032 1.004 1.034 

80 4.440 1.019 1.009 

90 2.307 1.011 1.017 

100 1.006 1.007 1.029 
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Fig. 8. Jitter Performance based on Scenarios. 
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V. DISCUSSION 
The outcome of this study showed that the application of 

SDN controller in load balancing brings a better scheduling 
mechanism, regardless of the number of clients requesting the 
packet to reach the destination. In addition, the number of 
servers deployed does not directly affect the overall network 
performance, especially in the case of network congestion and 
delays. Metrics are used to measure the SDN controller based 
load balancing in the network are throughput, delay and jitter. 

According to the findings of this study, a SDN load 
balancer requires evidence regarding on the network's 
throughput. A start node delivers traffic to an end node to 
measure traffic on the path, and each packet is time-stamped. 
The packets are routed across the network's switches without 
bias decision, and the receiver determines the entire end-to-
end delay of a packet based on the time-stamp provided. 
Similarly, to path measurement, each SDN switch stamps each 
packet with a time-stamp, which the receiver uses to calculate 
the transmission delay for each link in the path. 

Another significant finding is that the excessive delay is 
caused by the SDN switch's relatively poor CPU throughput. 
A delay of 30 milliseconds or more, on the other hand, 
produce network distortion. The jitter must be less than 30 
milliseconds for the video transmission to perform properly. 
Higher receiving jitter slows the network performance; 
produce a packet loss and audio quality concerns. The SDN 
controller behaves as expected, for instance, the response time 
tends to reduce as we add additional servers. When we 
compare a server farm with two servers to one with three 
servers, the response time is cut in half, but the result remains 
nearly constant as the number of servers increases. 

VI. CONCLUSION 
Load balancing is crucial for ensuring the availability of 

network to users. Nonetheless, a high demand of Internet 
services from users creates an adoption of load balancing. The 
state-of-the-art indicates that SDN load balancing is highly 
recommended due to features such as lightweight, stability, 
reliability and scalability. SDN load balancing increases user 
interaction by enabling the administrator to monitor the 
condition of the servers, check the status of the balancer 
through log files, and set to disable mode for the balancing 
features at the specific faulty servers. 

The SDN controller has been analyzed in the load 
balancing method for network performance evaluation, which 
is based on three simulated scenarios. Scenarios A, B, and C 
each used a number of servers and multiple clients connected 
to the servers to produce a different outcome, which is based 
on the delay, jitter and throughput. The network administrator 
is able to modify the SDN controller settings in a less 
expensive and more user-friendly way for a better network 
performance. 

Further investigation on algorithms based on the field of 
artificial intelligence are needed to reduce the complexity of 
implementing SDN load balancing in enabling autonomous 
scheduling and intelligent routing functions. 
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