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Abstract—Spatial analysis techniques are widely used as an 

effective approach for prone road traffic accident classification. 

This paper will present the results of empirical behavioral testing 

on the spatial analysis for prone road traffic accident 

classification using the Multicriteria Decision Making (MCDM) 

method. The performance of MCDM is compared on arterial and 

collector road types processed with multicriteria parameters. 

MCDM was chosen because it can be used as a decision making 

based on an alternative selection with many criteria. Empirical 

tests of the MCDM method used include Weighted Sum Model 

(WSM), Weighted Product (WP), Simple Additive Weighting 

(SAW), Weighted Product Model (WPM), Multi-Attribute Utility 

Theory (MAUT), Technique for Others Reference by Similarity 

to Ideal Solution (TOPSIS), and Analytical Hierarchy Process 

(AHP). The multicriteria parameter weight values are based on 

expert judgment and the Fuzzy-AHP method (EJ-AHP), which 

comprises volume-to-capacity ratio (VCR), international 

roughness index (IRI), vehicle type, horizontal alignment, 

vertical alignment, design speed, and shoulder. Then, the 

performance of the models was compared to determine the value 

of accuracy, precision, recall, and F1-score as decision-making on 

the prone road traffic accident classification using Multicriteria 

Evaluation Techniques (MCE). The empirical test results on 

arterial roads show that the SAW and TOPSIS methods have the 

same performance and are superior to other methods, with an 

accuracy value of 63%. However, the results on the collector 

road type show that the accuracy value of the AHP method 

outperforms other methods with an accuracy value of 70%. 

Keywords—Spatial Analysis; GIS; prone road traffic accident; 

MCDM Model; WSM; WP; SAW; WPM; MAUT; TOPSIS; AHP 

I. INTRODUCTION 

The rate of road traffic accidents (RTA) that results in 
deaths increases every year. Data for 2004-20130 states that 
RTA is the leading cause of death, which is ranked 9th in the 
world; WHO estimates that in 2030 the RTA will increase to 
the 5th rank if there are no efforts to overcome this problem 
[1]. The number of deaths due to RTA annually reached 1.35 
million worldwide in 2016 [2]. 

The case study for the spatial analysis for prone road 
traffic accident classification in the discussion of this paper 
is on the type of arterial and collector roads in the Province 
of East Java, Indonesia, which is one of the areas with a 
very high accident-prone. The Global Status Report on Road 
Safety 2018 states that in Indonesia, with a population number 
is 261,115,456 people in 2016, the number of deaths due to 
RTA reached 31,282 million people [2]. The accident factors 
include 69.70% due to the human factor, 21.21% due to road 
facilities, and 9.09% due to road infrastructure factor (Komite 
Nasional Keselamatan Transportasi, 2016). In 2010 the United 
Nations General Assembly declared a Decade of Action for 
Road Safety year 2011-2020 aimed at stabilizing the level of 
fatality of global casualties by increasing activities undertaken 
at national, regional, and global scales [1][3][4] The spirit of 
the Road Safety Action Declaration 2011-2020 is in line with 
the mandate of Law Number 38 of 2004 [5], Number 34 of 
2006 [6] concerning roads, and Law Number 22 the Year 
2009 concerning road traffic and transportation [7] to prepare 
a National General Plan for Road Safety 2011-2035 in 
Indonesia [8] as outlined in and Regulation of the President of 
the Republic of Indonesia Number 2 of 2012 concerning the 
national transportation safety committee [9]. 

Spatial data modeling (GIS-spatial analysis) is a part of 
multicriteria decision-making (GIS-MCDM). Spatial analysis 
in geographic information systems (GIS) is the process of 
developing artificial intelligence (AI) formulations by 
combining geo-referenced data (spatial data) with multicriteria 
parameters as value assessment attribute data (decision-
makers preferences and uncertainty) to obtain the appropriate 
information in georeferencing-based decision making. GIS is 
commonly regarded as a technology capable of integrating, 
storing, manipulating, analyzing, and displaying spatial data 
and attribute data for decision-making and decision-supporting 
operations [10]. The MCDM method provides a collection of 
procedures and AI algorithms for formulating decision-
making problems, designing, evaluating, and prioritizing 
alternative decisions [11][12]. This empirical study aims to 
analyze the sensitivity of the methods tested through spatial 
data modeling with MCE. MCE evaluates the methods [13] by 
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testing the extent to which the values of accuracy, precision, 
recall, and F1 scores when multicriteria parameters 
systematically vary on various interests. 

The characteristic of GIS-Spatial MCDM is to determine 
the weighting of the spatial datasets used for spatial data 
modeling. The literature study [14]–[18] summarizes several 
issues related to GIS-spatial relationship modeling for prone-
roads classification traffic accidents (PRTA) using the MCDM 
method. First, GIS-Spatial relationship modeling using 
multicriteria decision-making methods (GIS-Spatial MCDM) 
is a spatial analysis process to perform spatial data modeling 
that involves multicriteria parameters from the expert 
judgment in spatial decision making. The spatial analysis 
involves multicriteria parameters in building software GIS for 
spatial decision-making based on combined theory, methods, 
and measurement tools from expert judgment [19][20]. An 
expert judgment is required to validate the spatial dataset 
parameters used [19]. 

Many researchers give parameter-weighted values only 
from the point of view of expert judgment. The expert 
judgments give a subjective and objective risk and bias in the 
evaluation process for weighting and parameter priority scale 
[21]. The weighted value given to the multicriteria parameter 
will impact the accuracy of the spatial data modeling results 
for PRTA classification [22][23]. Many researchers claim that 
the multicriteria parameters used are effective and capable of 
determining the PRTA classification [24]–[32]. 

Secondly, classification techniques are needed to produce 
accurate spatial data modeling without overlapping interests 
and to avoid overfitting problems, and the deep-neuro-fuzzy 
classification method is used for road weight measurement 
[33]. The analytical hierarchy process (AHP) method can 
improve the road safety audit technique used to identify and 
prioritize black spots in the absence of statistical data of 
accidents that were not recorded correctly. [34]. The AHP 
method is used to perfect the weighting value generated from 
literature studies and expert assessments [31][35] by 
determining the priority scale ranking of the parameters using 
the random forest (RF) [31] method, preference ranking 
organization method for enrichment of evaluations 
(PROMETHEE), and VlseKriterijuska Optimizacija I 
Komoromisno Resenje (VIKOR) method [35]. 

The literature study shows that the MCDM method such as 
SAW and AHP methods and Fuzzy AHP for determining the 
weight can help decisions process in Road Safety Analysis 
(RSA) such as road management prioritization and provide 
mitigating actions against the most vulnerable to accidents. In 
another literature study, the TOPSIS classification model is 
used to manage road safety to reduce the number of traffic 
accidents by knowing the position of a road safety study based 
on various quantitative and qualitative criteria [36]. Besides 
that, the simple ranking (SR) method and the empirical Bayes 
(EB) combine the type and severity of the accident to the data 
series in Australia, then proposed to evaluate alternative 
indicators with multiple criteria parameters for the 
identification of accident-prone road (blackspot). The SR and 
EB method is used to calculate the value of accidents by type 

of case, societal cost of any accident, and the crash prediction 
models using data series [37]. 

GIS is region specific [38][39], where 96% [14] of 
research uses private spatial datasets with small dataset 
characteristics. The challenge for small datasets is at the data 
pre-processing stage to produce optimal performance on the 
AI method used. The GIS-Spatial MCDM approach is 
proposed in this study based on the characteristics of the 
MCDM model based on multi-criteria parameter weighting. 
The weighting that has been carried out by expert judgment 
will be combined with the AHP computational method (EJ-
AHP) as a means of measuring the resulting weight value. 

Based on the review of these literature studies, however, 
no research studies specifically for evaluating and comparing 
through an empirical study approach in the spatial analysis 
using the MCDM method (WSM, WP, SAW, WPM, MAUT, 
TOPSIS, and AHP methods) for prone road traffic accidents. 
The classification of multicriteria parameter weight values is 
based on expert judgment and the AHP method (EJ-AHP). 
Therefore, this study proposed a combination of expert 
judgment and Fuzzy-AHP (EJ-Fuzzy-AHP) to produce 
weighting values in spatial datasets and provide the 
appropriate parameter priority scale values. Fuzzy-AHP has a 
procedure following decisions that involve expert judgment, 
so it can be used to combine data knowledge in Fuzzy-AHP 
with expert judgment. Then, these weighting values were used 
in the MCDM method for GIS-based spatial modeling for 
PRTA classification based on multicriteria parameters, namely 
speed design, volume/capacity ratio (V/C Ratio) [40], the 
width of the road, the number of lanes, road shoulders, median 
strip, horizontal alignment, vertical alignment, road condition 
[40], and vehicle type. 

The discussion structure in this paper includes section II: 
which discusses multicriteria parameters through the 
description of spatial datasets, section III: which discusses 
research methodology; section IV: which describes results and 
discussion; and section V: which discusses the conclusion and 
future works directions. 

II. SPATIAL DATASETS 

The spatial dataset parameters in this study were obtained 
from private data sources, so a decision-making model using 
GIS-Spatial MCDM is proposed. The GIS decision-making 
system is used for specific regions case studies in which 96% 
of researchers use private data types on specific regional case 
studies [14] with multicriteria parameters from the expert 
judgments. The MCDM method is applied to making 
decisions through management priority ranking related to 
existing or specific region-specific planning policies [41]. The 
MCDM method is one of the right approaches to deal with the 
problem of the PRTA classification because it uses several 
road and environmental criteria, both quantitative and 
qualitative; MCDM is related to the results of decision making 
for planning that involves stakeholders [42]. 

According to the Republic of Indonesia Law No.38 of 
2004 article 8, the type of road based on its function is divided 
into 4 (four), namely arterial roads, collector roads, local 
roads, and environmental roads. The arterial road is a public 
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road with the number of access roads is limited efficiently, 
works to serve the main transport which connects provincial 
capitals with the characteristics of long-distance travel dan 
high average speeds [43]–[45]. The collector road is a public 
road that works to serve vehicle which connects between 
regency capitals with medium distance travel characteristics, 
medium average speed, and a limited number of entrances 
[43][44]. Local roads are public roads with an unlimited 
number of access roads that serve local transport, which link 
the sub-district cities with short-distance travel and low 
average speeds [43][44]. The environmental road is a public 
road that serves environmental transportation between villages 
with short-distance travel characteristics and low average 
speed [43][44]. 

In this study, the spatial analysis datasets include the types 
of primary arterial networks and primary collector networks 
since both types of roads are the main roads that supply 
sufficient datasets for this study. The case study involves the 
research objects in Indonesia with data retrieval from the 
National Road Development Center, Police Corps and Traffic 
Police of Indonesia, Traffic Corps National Police, and 
Transportation Department. Descriptions of the spatial 
datasets on the multicriteria parameters used are shown in 
Table I were to the range and score for Spatial Datasets from: 

 The Directorate General of Highways Standard 
Specifications for Geometric Design of Urban Roads. 
Ministry of Public Works, Directorate General of 
Highways, Jakarta 1992. 

 Indonesian Highway Capacity Manual (IHCM), 1997 

 TRB Highway Capacity Manual. Transportation 
Research Board Special Report 209; Washington D.C. 
USA 1985. Revised 1994. 

 SNRA Manual on Calculation of Capacity, Queues, 
and Delay in Traffic Facilities (in Swedish). Swedish 
National Road Administration Report TV 131, 1977. 

Geospatial Datasets comprised spatial data needs for a 
base map (layer) and attribute data requirements for 
multicriteria parameters that were utilized for spatial analysis 
of PRTA classification. The data requirements used in this 
study used private data types from the National Road 
Implementation Center, East Java Bali, Indonesia. Spatial 
datasets include: 

1) The base map: consists of attributes road number, 

suffix, road names, length of roads (km), and road function. 

a) Arterial primary networks 

b) Collector primary networks 

2) Multicriteria parameters 

a) Volume-to-capacity ratio (VCR): to measure the 

overall service quality provided. If the VCD is high, it 

indicates a high risk of accidents. 

b) International Roughness Index (IRI). Condition of 

the pavement. If the IRI is heavily damaged, the likelihood of 

an accident increases significantly. 

c) Vehicle Type: vehicle types 2/1 UD, 2/2 UD, 4/2 UD, 

4/2 D, and 6/2 can pass through arterial or principal collector 

roads. 

d) Horizontal alignment (HA). Projection of the axis of 

the road for roads without a median or the projection of the 

inner edge of the pavement for roads with a median. If the 

horizontal alignment is sharp, the potential for accidents is 

high. 

e) Vertical alignment (VA): the intersection of the 

vertical plane with the road pavement surface through the road 

axis for 2-speed 2-way roads or through the inner edge of each 

pavement for roads with a median. If the vertical alignment is 

high, the potential for accidents is high. 

f) Design speed (Vr): The vehicle speed can be 

achieved safely when running without interruption. If the 

speed is high, then the accident potential is high. 

g) Shoulder: The lane is located side by side with the 

traffic lane. If the shoulder there isn't, then the potential for an 

accident is high. 

TABLE I. SPATIAL DATASETS PARAMETERS 

Arterial Road 

Paramet

ers 
Range Description 

EJ 

Scoring 

VCR 

(%) 

VCR ≥ 0.85 

&& VCR < 

1.00 

The condition reaches capacity 

with 2000 units of passenger cars 

(pcu/hour), 2 directions. 
5 

VCR ≥ 0.70 

&& VCR < 

0.85  

The conditions approach 

unsteady flow with traffic 

volume reaching 85% of the 

capacity, namely 1700 units of 
passenger cars (pcu/hour), 2 

directions. 

4 

VCR ≥ 0.45 

&& VCR < 

0.70 

Traffic flow conditions are still 

stable, with traffic volume 

reaching 70% of capacity 
(pcu/hour), 2 directions 

3 

VCR ≥ 0.20 

&& VCR < 

0.45 

The start of a stable flow 

condition with traffic volume 
reaching 45% of the capacity is 

900 units of passenger cars 

(pcu/hour), 2 directions. 

2 

VCR < 0.20 

The conditions free flow with 

traffic volume reaching 20% of 
the capacity, namely 400 units of 

passenger cars (pcu/hour), 2 

directions. 

1 

IRI 

(m/km) 

IRI ≥ 12 Heavy Damage 4 

IRI ≥ 8 && 

IRI < 12  
Light Damage 3 

IRI ≥ 4 && 

IRI < 8 
Moderately  2 

IRI < 4 Good  1 

HA(rad/

km) 

HA ≥ 3.50  Poor 3 

HA ≥ 0.25 

&& HA < 

3.50  
Fair 2 

HA < 0.25  Good 1 

VA VA ≥ 45  Poor 3 
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Arterial Road 

Paramet

ers 
Range Description 

EJ 

Scoring 

(m/km) VA ≥ 5 && 

VA < 45 
Fair 2 

VA < 5 Good 1 

Vr 

(km/jam) 

Vr ≥100 
Traffic speed more than 100 

kilometres per hour. 
6 

Vr ≥ 80 &&  

Vr < 100 

Traffic speed is more than 80 

kilometers per hour. 
5 

Vr ≥ 65 &&  

Vr < 80 

Traffic speed more than 65 

kilometres per hour. 
4 

Vr ≥ 60 &&  

Vr < 65  

The speed limit is reduced to 60 

kilometers per hour. 
3 

Vr ≥ 50 &&  

Vr < 60 

The average pace of traffic is 

approximately 50 kilometers per 

hour. 
2 

Vr < 50 

Traffic moving at a speed of 

fewer than 50 kilometers per 
hour. 

1 

Road 

Type 

2/2 UD 

The traffic road is a two-lane 

two-way without a median (2/2 
UD) 

5 

4/2 UD 

The traffic road is a four-lane 

two-way without a median (4/2 

UD) 
4 

4/2 D 
The traffic road is four lanes two-

way with a median (4/2 D). 
3 

6/2 D 
The traffic road has six two-way 

lanes with a median (6/2 D). 
2 

2/1 UD 
The traffic road has two lanes 

with no median (2/1 UD). 
1 

Shoulder 

No No, there is no roadside shoulder. 2 

Yes 
Yes, the roadside shoulder is 

available. 
1 

Collector Road 

Para

meter

s 

Range Description 

EJ 

Sco

ring 

VCR 

(%) 

VCR ≥ 0.90 && 

VCR < 1.00 

The condition reaches capacity with 

2000 units of passenger cars 

(pcu/hour), 2 directions. 
5 

VCR ≥ 0.75 && 

VCR < 0.90  

The conditions approach unstable flow 

with traffic volume reaching 90% of 
the capacity, namely 1800 units of 

passenger cars (pcu/hour), 2 directions. 

4 

VCR ≥ 0.50 && 

VCR < 0.75 

Traffic flow conditions are still stable, 

with traffic volume reaching 75% of 

capacity (pcu/hour), 2 directions 
3 

VCR ≥ 0.30 && 

VCR < 0.50 

The start of a stable flow condition 

with traffic volume reaching 50% of 

the capacity is 1000 units of passenger 

cars (pcu/hour), 2 directions. 

2 

VCR < 0.30 

The conditions free flow with traffic 

volume reaching 30% of the capacity, 

namely 600 units of passenger cars 

(pcu/hour), 2 directions. 

1 

IRI 

(m/km
) 

IRI ≥ 12 Heavy Damage 4 

IRI ≥ 8 && IRI 

< 12  
Light Damage 3 

IRI ≥ 4 && IRI 

< 8 
Moderately  2 

Arterial Road 

Paramet

ers 
Range Description 

EJ 

Scoring 

IRI < 4 Good  1 

HA 

(rad/k

m) 

HA ≥ 3.50  Poor 3 

HA ≥ 0.25 && 

HA < 3.50  
Fair 2 

HA < 0.25  Good 1 

VA 

(m/km

) 

VA ≥ 45  Poor 3 

VA ≥ 5 && VA 

< 45 
Fair 2 

VA < 5 Good 1 

Vr 

(km/ja
m) 

Vr ≥100 
Traffic speed more than 100 kilometres 

per hour. 
6 

Vr ≥ 90 &&  

Vr < 100 

Traffic speed is more than 80 

kilometers per hour. 
5 

Vr ≥ 75 &&  

Vr < 90 

Traffic speed is more than 65 

kilometers per hour. 
4 

Vr ≥ 60 &&  

Vr < 75  

The speed limit is reduced to 60 

kilometers per hour. 
3 

Vr ≥ 50 &&  

Vr < 60 

The average pace of traffic is 

approximately 50 kilometers per hour. 
2 

Vr < 50 
Traffic moving at a speed of fewer 

than 50 kilometers per hour. 
1 

Road 

Type 

2/2 UD 
The traffic road is a two-lane two-way 

without a median (2/2 UD) 
5 

4/2 UD 
The traffic road is a four-lane two-way 

without a median (4/2 UD) 
4 

4/2 D 
The traffic road is four lanes two-way 

with a median (4/2 D). 
3 

6/2 D 
The traffic road has six two-way lanes 

with a median (6/2 D). 
2 

2/1 UD 
The traffic road has two lanes with no 

median (2/1 UD). 
1 

Should

er 

No No, there is no roadside shoulder. 2 

Yes Yes, the roadside shoulder is available. 1 

III. RESEARCH METHODOLOGY 

The proposed MCDM experiment procedure in Fig. 1 has 
major differences from the existing framework [46]–[48]. 
Fig. 1 describes the proposed MCDM experiment procedure, 
namely: 

 The requirement gathering a primary data set as a base 
map to determine the category of roads to be studied. 
This research uses private data types. The base maps 
used include primary arterial and primary collector 
networks. 

 Attribute data for the multicriteria parameters used is 
based on an assessment by expert judgment, including 
VCR, IRI, vehicle type, horizontal alignment, vertical 
alignment, design speed, and shoulder. The data 
requirements are described in Table II. 

 Conduct a literature study related to the multicriteria 
parameters used in each road category based on expert 
judgment assessment with the results in Table II. 
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 Mathematical modeling for spatial data analysis 
through empirical study for PRTA classification based 
on the MCDM method using WSM, WP, SAW, WPM, 
MAUT, TOPSIS, and AHP methods. In this case, the 
data pre-processing process will be carried out for the 
classification analysis process, that is: 

o Determine the priority weight of the parameters 
using the AHP method. 

o Determine the multiclass classification range 
obtained from the final value of the results of 
mathematical modeling on the MCDM method 
using the Guttman Scale. This process is carried 
out because there is no standardized assessment 
from expert judgment regarding the value of the 
PRTA classification range based on the 
multicriteria parameters used. 

 The results of the multiclass classification will be 
validated through the value of accuracy and F1 score, 
which the F1 score is derived from the precision and 
recall. 

A. The Priority Weight of the Parameters 

Spatial decision-making based on multicriteria parameters 
is almost always faced with the problem of determining the 

level of importance or influence between parameters. 
Decision-makers will weigh each parameter based on the 
importance or influence between these variables, which is 
usually done by expert judgment. The AHP method can solve 
the complex multicriteria parameter problems into a 
hierarchical unit. The hierarchy represents a complex problem 
in a multilevel structure, where the first level is the goal, 
followed by the factors level, criteria, sub-criteria, and the last 
level of alternatives. With a hierarchy, complex problems can 
be described in groups which are then arranged into a 
hierarchical form so that problems will appear more structured 
and systematic. 

How to overcome the biases from the weighting given by 
expert judgment overdue of various factors of interest, then 
the decision-maker can perform parameter weighting using the 
AI method. The AHP is a pairwise comparison method 
through an analytic hierarchy process. The parameter weights 
are determined by normalization through the eigenvectors 
associated with the maximum eigenvalues in the unit ratio 
matrix. The weighting between parameters in this study is 
accomplished by the AHP method approach based on flow 
depicted in Fig. 2. 

Preparation Spatial 
Datasets

Method Classification 
for MCDM Model 
Empirical Spatial 
Analysis for PRTA 
Classification Based 
on MCDM Model 
(WSM, WP, SAW, 
WPM, MAUT, TOPSIS, 
AHP)

Mathematic 
Modelling 

Framework 
System

Multi-Class 
Classification

Testing & Validation :
- Precision
- Recall
- Accucary 
- F1 Score 

Multi-Criteria 
Parameter to 

Spatial Datasets

Data Pre-Processing

Classification 
Analysis

Multi-Class 
Classification (1 to n)

Range classification 
using Guttman Scale

true

false

Determine the priority 
weight of the parameters 

using AHP method

BasBase Map:
- Arterial primary networks
- Collector primary networks

Data Atribut Multi-Criteria Parameter :

- Volume-to-capacity ratio (V/C ratio)

- International Roughness Index (IRI) 

- Vehicle Type

- Horizontal alignment

- Vertical alignment 

- Design speed

- Shoulder

Assessment by 
expert judgment

 

Fig. 1. Proposed MCDM Experiment Procedure. 
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Start

Multi-criteria parameter:
- V/C_Ratio (X1)
- IRI (X2)
- RoadType (X3)
- Horizontal_Alignment (X4)
- Vertical_Alignment (X5)
- Design_Speed (X6)
- Shoulder (X7)

Input matrix data (A), based on parameters
i = alternative and j = criteria

A

Spatial datasets:
- arterial roads

- Collector roads

Determine the matrix value,

Calculating the Eigen value
Ai 1,1= Xi 1,1 + Xi 1,2 + Xi 1,3

Determine the priority weight value,

Calculating the number of matrix,

Calculate the result of dividing each column with 
the total result,

Calculating the value of the synthesis weight,

Determine the max eigenvalue on each criterion,

A

Calculating the lambda max,

Calculating the value of CI (Consistency Index),

Calculate the value of CR (Consistency Ratio),

CR < 0,1

B

B

true

false

MCDM Models:
WSM, WP, SAW, WPM, 

MAUT, TOPSIS, AHP

 
Fig. 2. The Priority Weight of the Parameters using the AHP Method.

Which consists of the following: 

Step 1: Input the spatial datasets based on the base map 
used, namely the arterial and collector roads network. 

Step 2: Input data multicriteria parameters, provide the 
labeling of the parameters used, namely VCR (X1), IRI (X2), 
Road Type (X3), HA (X4), VA (X5), Vr (X6), and Shoulders 
(X7). 

Step 3: Input matrix data (A), based on parameters. Where 
i variable is an alternative, and j variable is criteria. 

Step 4: Determine the multicriteria parameters matrix 
value (A) using pairwise comparison based on Eq. (1). A 
value is assigned to each criterion in accordance with the 
specifications of the hierarchical structure based on the 
number of multicriteria parameters present. 

   

[
 
 
 
 
 
                      

  
  
  
  

                       ]
 
 
 
 
 

            (1) 

The recommended values for creating a pairwise 
comparison matrix, where the values referring to Table III 
[49]. 

TABLE II. THE RECOMMENDED VALUES FOR CREATING A PAIRWISE 

COMPARISON MATRIX 

Value Description 

1 Equally important (equal) 

3 A little more important (slightly) 

5 More importantly, with a strong type(strongly) 

7 More importantly, with a very strong type (very strong) 

9 More important to the extreme (extreme) 

Step 5: Calculate the eigenvalues of each element in each 
pairwise comparison matrix. The eigenvalues are the weight 
of each element used to determine the priority of items in each 
hierarchical structure. Operate for adding values to each 
column in question to obtain the normalization of the matrix, 
based on Eq. (2). 

Ai 1,1= Xi 1,1 + Xi 1,2 + Xi 1,3 … Xi 1,n            (2) 

Step 6: Calculate the priority weight value of the 
parameter (Wi) using Eq. (3), adding up each column's values 
in the pairwise comparison matrix, then dividing each value in 
the column by the total number of related columns obtain a 
normalized matrix. Where, ∑    is the number of matrices, 

    
                

∑   
              (3) 
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Step 7: Calculate the result of divide each column by the 
result of the total number (Vj) using Eq. (4), where ∑   = 
                 . Addition the values of each row and 
divide them with the number of elements to get the average 
value. 

    
                       

∑          ∑      
              (4) 

Calculate the value of the synthesis weight (Wj) to j using 
Eq. (5). Where ∑   is the result of adding Vj to calculate the 
weight value of the synthesis. 

∑                                   (5) 

Step 8: Determine the max eigenvalue (λi ) on each 
criterion using Eq. (6). Where, ∑(  ) is (  )  A1,1 … … … 
(  ) A1,5. 

(  )   
∑              ∑       

   (      )         (      ) 
             (6) 

Calculate the Lambda max (λ max) using Eq. (7). Where, 
∑(  ) is the total value of the sum of the eigenmax max, and n 
variable is the number of criteria. 

      
∑(  )

 
               (7) 

Step 9: Check the consistency of the hierarchy by 
calculating the value of the consistency ratio using the 
consistency index (CI) using Eq. (8), where: 

 If the CI value 10%, then the consistency ratio is 
correct 

 If the CI value is > 10%, then the consistency ratio is 
wrong, so data assessment must be corrected and 
reviewed. 

    
        

   
              (8) 

The consistency ratio (CR) value can be calculated using 
Eq. (9). Where Ri is a random index value determined by the 
hierarchy structure, as described in Table III, where: 

a) If CR < 0.1 , then the level of consistency shown is 

quite rational in the pair comparison matrix. 

b) If CR > 0.1, it indicates an inconsistent assessment of 

the pair comparison matrix. 

CR = 
  

  
                (9) 

B. Weighted Sum Model (WSM) 

WSM is a simple method that is extensively used in 
decision-making on single-dimensional problems. Attribute 
normalization is done by altering the value of the numeric 
column in the data set to the same scale to obtain a balance on 
the overall attribute value. Spatial data modeling with the 
WSM method is an approach to determining the weight of the 
priority value of each parameter of the attribute parameter, 
then multiplying with the data of each attribute to take a high 
alternative value as a solution [50]–[53]. 

The following sequence of the steps spatial analysis 
process for the PRTA classification using the WSM method: 

Step 1: Follow the steps in the flow in Fig. 2 to define the 
criteria used as a benchmark for solving the problem and 
determine the priority of parameter weights. 

Step 2: Calculate the priority values for each layer dataset 
by using the matrix of Eq. (10) [51]. 

  
          ∑                      

 
            (10) 

Where,   
          is potential WSM score,     a variable 

is an alternative to the i data score based on the j relative 
weight criterion, and    a variable is the j relative weight 

criterion 

Step 3: Determine the range of PRTA classification values 
using the Guttman scale based on Eq. (11). 

I = R / K             (11) 

Where the I variable is the interval range, the R variable is 
the result of the calculation of the highest scores value of    
minus the lowest score value of   , and the K variable is the 
number of alternatives. The alternative assessment criteria for 
the PRTA classification are obtained from the result of the 
calculation of the highest scores value of    minus the value of 
I variable as shown in the result of Eq. (12). 

{
                           

                              
          (12) 

C. Weighted Product (WP) 

The WP method is a decision support system that connects 
attribute ratings through multiplication operations to be raised 
to the power of the appropriate attribute weights. The 
normalization process to handle different units of 
measurement is done through multiplication operations on 
attribute ratings [54]. 

The following sequence of the steps spatial analysis 
process for the PRTA classification using WP method: 

Step 1: Follow the steps in the flow in Fig. 2 to define the 
criteria used as a benchmark for solving the problem and 
determine the priority of parameter weights. Determine the 
initial and final input to change the name of the input into a 
rating value and determine the weight of each criterion. 
Improve the weights of each criterion by adding up the 
weights of each criterion, followed by dividing the result of 
the sum of the weights of the criteria by the starting weight of 
each criterion divided by the result of the sum of the weights 
of the criteria. 

Step 2: Calculate the normalization value using Eq. (13) to 
get the alternative preference value of each criterion 
represented by the vector Si. Where the Si variable is the value 
of alternative preference, Xij is the variable value of the 
alternatives on each attribute. The Wj variable is the value of 
the weight of the criteria, the n variable is the number of 
criteria, the i variable is an alternative value 1,2,..m, and the j 
variable is the criterion value. 

   ∏    
   

                (13) 
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Step 3: Determine the range of PRTA classification values 
using the Guttman scale based on Eq. (11). Where the I 
variable is the interval range, the R variable is the result of the 

calculation of the highest scores value of    minus the lowest 

score value of   , and the K variable is a number of 
alternatives. The alternative assessment criteria for the PRTA 
classification are obtained from the result of the calculation of 

the highest scores value of    minus the value of I variable as 
shown in the result of Eq. (14) . 

{
                           

                              
          (14) 

D. Simple Additive Weighting (SAW) 

The SAW method is a multi-process method in spatial 
decisions making with multicriteria parameters. The SAW 
method performs a weighted summation of the performance 
ratings on each alternative attribute. The process of 
normalizing the decision matrix (X) to a scale that can be 
compared with all existing alternative ratings [55]. The 
advantage of the SAW method compared to the decision 
support system method that involves other multicriteria 
parameters lies in its ability to make a more precise 
assessment because it is based on the criteria value and the 
weight of the level of importance required. 

The following sequence of the steps spatial analysis 
process for the PRTA classification using the SAW method: 

Step 1: Follow the steps in the flow in Fig. 2 to define the 
criteria used as a benchmark for solving the problem and 
determine the priority of parameter weights. 

Step 2: Perform normalization using Eq. 15 for each 
alternative value on each attribute by calculating the 
performance rating value. 

    {

   

       
                          

       

   
                       

          (15) 

where rij variable is the normalized performance rating of 
alternative Ai on attributes Cj and j, Max Xij variable is the 
greatest value of each criterion i, and Min Xij variable is the 
smallest value of each criterion i, Xij variable is the attribute 
values that each criterion has. If the largest value is the best, 
then it is included in the benefit attribute category. If the 
smallest value is the best, then it is included in the cost 
attribute category. 

Step 3: Calculate the value of preference weight on each 
alternative (Vi) using Eq. (16). Where the Vi variable is the 
ranking for each alternative. the Wj variable is the ranking 
weight value of each criterion, and rij variable is the 
normalized performance rating value. 

   ∑       
 
               (16) 

Step 4: Determine the range of PRTA classification values 
using the Guttman scale based on Eq. (11). Where the I 
variable is the interval range, the R variable is the result of the 
calculation of the highest scores value of    minus the lowest 

score value of   , and the K variable is a number of 
alternatives. The alternative assessment criteria for the PRTA 
classification are obtained from the result of the calculation of 
the highest scores value of    minus the value of I variable as 
shown in the result of Eq. (17). 

{
                           

                              
          (17) 

E. Weighted Product Model (WPM) 

Spatial data modeling with the WPM method is a process 
to determine the weight of the priority value on each attribute 
parameter criterion, perform weighting by dividing the 
attribute weights by the weight of all attributes to get the total 
value equal to 1, determining the total vector value S to 
produce the vector V in produce the highest value that will be 
used as an alternative selection [51]–[53] The WPM method 
can be used for MCDM single or multi-dimensional categories 
[56]. 

The spatial data modeling process for the PRTA 
classification using the WPM method. The following sequence 
of the steps is as follows: 

Step 1: Follow the steps in the flow in Fig. 2 to define the 
criteria that will be used as a benchmark for solving the 
problem and determine the priority of parameter weights. 

Step 2: Calculate the normalized decision matrix value 
using Eq. (18) to get the alternative preference value of each 
criterion represented by the vector Si. Where the Si variable is 
the value of alternative preference, Xij is the variable value of 
the alternatives on each attribute, and the Wj variable is the 
value of the weight of the criteria, the n variable is the number 
of criteria, the i variable is an alternative value 1,2,..m, the j 
variable is the criterion value. 

   ∏    
   

                           (18) 

The normalized decision matrix value is calculated in 
order to obtain the xij value by providing the i-th alternative 
performance rating value on the j-th sub-criteria in the 
normalized decision matrix value computation. Furthermore, 
the value of the performance rating is elevated to the relative 
weight value (wj), where wj will be positive for the benefit 
attribute and negative for the cost attribute, depending on the 
attribute being evaluated. The sum of the wj values for each 
sub-criteria on the same criteria will be worth 1. The value of 
wj is calculated using Eq. 4.19. 

   
  

∑  
             (19) 

Step 3: Calculate the relative preference value of each 
alternative Vi using Eq. 20. Where, Vi variable is the relative 
preference of each i-th alternative. xij variable is the criteria 
value for each alternative to the i-th and the criteria j-th. wj 
variable is the weight of the criteria or sub-criteria and the n 
variable is the number of criteria. 

   
∏    

    
   

∏   
 
  
  

   

                       (20) 
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Step 4: Determine the range of PRTA classification values 
using the Guttman scale based on Eq. (11). Where the I 
variable is the interval range, the R variable is the result of the 
calculation of the highest scores value of    minus the lowest 
score value of   , and the K variable is a number of 
alternatives. The alternative assessment criteria for the PRTA 
classification are obtained from the result of the calculation of 
the highest scores value of    minus the value of I variable as 
shown in the result of Eq. (21). 

{
                           

                              
          (21) 

F. Multi-Attribute Utility Theory (MAUT) 

Spatial data modeling with the MAUT method is to 
determine the value of  (  )With the weight value on each 
sub-criteria parameter and the priority value of each attribute 
parameter's interest, calculate the number of criteria in each 
attribute [57][58]. the more value of sub-criterion of every 
single parameter, the obtained value will end up with a high 
value  (  ) [59]. 

The MAUT method will change from several parameters 
of importance to a numerical value with a scale of 1-5, where 
a scale of 1 is the worst choice, and a scale of 5 is the best 
choice. The results of the MAUT method will provide a 
ranking order of alternative evaluations that describe the 
choices of policymakers. The spatial data modeling process 
for the PRTA classification using the MAUT method. The 
following sequence of the steps is as follows: 

Step 1: Follow the steps in the flow Fig. 2 to define the 
criteria used as a benchmark for solving the problem and 
determine the priority of parameter weights. 

Step 2: Make the normalized matrix using Eq. (1). Where 
the U(x) variable is the normalized alternative weight, the x is 
the alternative weight, the   

  is the minimum weight of the x-
th criterion, and the   

  is the maximum weight of the x-th 
criterion using Eq. (22). 

 ( )  
    

 

  
    

               (22) 

 

Step 3: Calculate the evaluation value of each alternative 
V(x) by multiplying utility U(x) by weight using Eq. (23). 

 ( )  ∑       
 
               (23) 

Where the  ( )  variable is the evaluation value of each 

alternative of the PRTA classification for the i-th data, the 
value of the division between the parameter weighting value 
and the number of sub-criteria on each parameter then 
multiplied by the weight of the attribute priority value at each 
parameter criteria. The    variable is the weight of the 
attribute sub-criterion on each parameter of the parameter until 
the k-th data and   (   )  is the parameter of the k-th data 
multiplied by the priority value of each parameter    . The Ai 
variable is the weighting value of multicriteria parameters. 

Step 4: Determine the range of PRTA classification values 
using the Guttman scale based on Eq. (11). Where the I 

variable is the interval range, the R variable is the result of the 
calculation of the highest scores value of    minus the lowest 
score value of   , and the K variable is a number of 
alternatives. The alternative assessment criteria for the PRTA 
classification are obtained from the result of the calculation of 
the highest scores value of    minus the value of the I variable 
as shown in the result of Eq. (24). 

{
                           

                              
          (24) 

G. Technique for Others Reference by Similarity to Ideal 

Solution (TOPSIS) 

The TOPSIS method is a decision-making method that 
involves multicriteria parameters used to overcome alternative 
problems due to uncertainty/inconsistency [60]–[62] The 
TOPSIS method also determines the distance of the ideal 
solution to smaller and larger before making the determination 
of alternative value with the result of alternative calculation 
has the final value < 1 [50]–[53] The concept of selecting the 
best alternative in the TOPSIS method is that the best-selected 
alternative consists of alternatives with the shortest distance 
from the positive ideal solution and the longest distance from 
the negative ideal solution. 

The spatial data modeling process for the PRTA 
classification using the MAUT method used the following 
sequence of the steps is as follows: 

Step 1: Follow the steps in the flow in Fig. 2 to define the 
criteria used as a benchmark for solving the problem and 
determine the priority of parameter weights. 

Step 2: Calculate a normalized decision matrix using Eq. 
(25) [63]. Where the ryx variable is the normalized value for 
each y-th alternative to the x-th criteria with i=1,2,...,m and 
j=1,2,...,n. 

     
   

√∑    
  

   

             (25) 

Step 3: Calculate a weighted normalized decision matrix 
using Eq. (26). Multiply the weight of the parameter criteria 
with the value of each attribute. 

                         (26) 

Where vyx variable is the weighted normalized value, the 
variable wyx is the weight of each criterion, and the variable ryx 
is the normalized value of each alternative against the j-th 
criterion with i=1,2,...,m and j=1,2,...,n. 

Step 4: Calculate the ideal solution based on the maximum 
value of A

+
 using Eq. (27) [51] [64] and the negative ideal 

solution based on a minimum value of A
- using Eq. (28) [51] 

[64]. 

  
  {   

     
     

 }  

   *                                  + 

Where, 

  
  {

                                    

                                  
        (27) 
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  {   

     
     

  }  

   *                                 + 

Where, 

  
  {

                                    

                                  
         (28) 

Step 5: Calculate the positive and negative ideal solution 
spacing, as referenced in Eq.s (29) and (30) [51] [64]. In this 
research, the ideal positive solution is based on the maximum 
value of    of the Eq. (29) [51] [64] and the ideal negative 
solution distance based on a minimum value of    of Eq. 
(30) [51] [64]. 

  
   √∑ (       

  )
  

               (29) 

  
  √∑ (       

  )
  

               (30) 

Where the   
  variable is used to calculate the maximum 

ideal solution distance as much as the y-th data. The   
  

variable is used to calculate the minimum ideal solution 
distance as much as the y-th data.  

Step 6: Calculate the preference value for each alternative 
to be generated by Eq. (31) [51] [64]. 

  
  
 

  
    

              (31) 

where   
  is the ideal minimal solution distance value of 

the i-th data dan   
  is the maximum ideal solution distance 

value as much as a number of i data. 

Step 7: Determine the range of PRTA classification values 
using the Guttman scale based on Eq. (11). Where the I 
variable is the interval range, the R variable is the result of the 
calculation of the highest scores value of    minus the lowest 
score value of   , and the K variable is a number of 
alternatives. The alternative assessment criteria for the PRTA 
classification are obtained from the result of the calculation of 
the highest scores value of    minus the value of I variable as 
shown in Eq. (32) . 

{
                           

                              
          (32) 

H. Analytical Hierarchy Process (AHP) 

The Analytical Hierarchy Process (AHP) is a pairwise 
comparison method through an analytic hierarchy process, 
where the parameter weights are determined by normalization 
through the eigenvectors associated with the maximum 
eigenvalues in the unit ratio matrix. The weighting between 
parameters in this study is accomplished by the AHP method 
approach based on flow depicted in Fig. 2. Which consists of 
the following: 

Step 1-9: Use the process in section III subsection A for 
the priority weight of the parameters using the AHP method. 

Step 10: Determine the range of PRTA classification 
values using the Guttman scale based on Eq. (11). Where the I 

variable is the interval range, the R variable is the result of the 
calculation of the highest scores value of CR variable minus 
the lowest score value of CR variable, and K variable is a 
number of alternatives. The alternative assessment criteria for 
the PRTA classification are obtained from the result of the 
calculation of the highest scores value of CR variable minus 
the value of I variable, as shown in the result of Eq. (33). 

{
                           

                              
          (33) 

I. Multicriteria Evaluation techniques (MCE) 

This research method evaluation uses the accuracy, and F1 
score approaches. The F1 score is obtained from the values of 
precision and recall. A confusion matrix [65] is used in this 
evaluation technique, consisting of two positive classes and a 
negative class to compare actual data and classification data 
[66]. Multi-class classification [65] is used in the discussion of 
this paper: prone road traffic accident (PRTA), and non-prone 
road traffic accident (Non-PRTA). The precision and recall 
value is calculated with the average value in each class. 

Accuracy in the measurement of a method is used to 
determine the accuracy value in clarifying the results of 
classification data with actual data with Eq. (34) [65]. 
Precision describes the amount of positive-valued data divided 
by total positive-valued data in Eq. (35) [65]. The recall 
describes the percentage of data in the positive category 
classified by the system with the calculation in Eq. (36) [65]. 
Results of precision and recall values are used to calculate F1-
score, as in formula (37) [65]. The accuracy of the data 
generated in classification is known from the percentage after 
testing between the actual data in the form of an analog map 
of the classification of the watershed erosion zone and 
prediction data with MAUT, WPM, WSM, and TOPSIS 
methods. Performance value classification with categories 
91% – 100% is very good classification, 81% – 90% is good 
classification, 71% – 80% is fair classification, 61% – 70% is 
poor classification, and values below 60% are false 
classification [67]. 

           
∑

       
               

 
   

 
           (34) 

            
∑

   
       

 
   

 
           (35) 

         
∑

   
       

 
   

 
            (36) 

          
(    )                 

                      
          (37) 

Where     is the amount of data + which when the 
classification is true by the method used for the i-th class.     
is the amount of data. When the classification is true by the 
method used for the i-th class.      is the amount of + data that 
is classified as false by the method used for the i-th class.     
is the amount of data - which when the classification is false 
by the method used for the i-th class.   is the number of 
classification classes. Average accuracy is the average value 
of method accuracy in all classification class.            is 

the precision value of each classification class.            
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represents the average value of the precision in all 
classification classes.         is the recall value of each 

classification class.         represents the average value of 
recalls in all classification classes.         is a performance 

matrix to calculate the average of precision and recall values 
in each classification class.          is a performance 
matrix to calculate the average of precision and recall values 
in all classification classes. 

IV. RESULT AND DISCUSSION 

Based on the private spatial datasets and quantitative 
attribute data explained in section III, the results of this study 
are discussed in the following subsections. 

A. Parameter Priority Weight 

In each of the methods used in the MCDM, the weight of 
each parameter priority value in this study uses the opinion of 
EJ (score) and mathematical calculations using AHP based on 
the score given by EJ (EJ-AHP). Tables IV and V are the 
results of mathematical calculations of the pairwise 
comparison matrix of the AHP method to produce the priority 
weight of the parameters based on the flow in Fig. 2 with the 
process in Section III for sub-section A. 

TABLE III. PARAMETER PRIORITY VALUE WEIGHTING RESULTS 

Parameters Symbol AHP Weight 

VCR (X1) 0.02 

IRI (X2) 0.06 

HA (X3) 0.10 

VA (X4) 0.14 

Vr (X5) 0.18 

Road Type (X6) 0.22 

Shoulder (X7) 0.27 

Total: 1.00 

TABLE IV. SUB-PARAMETER PRIORITY VALUE WEIGHTING RESULTS 

Parameters Multicriteria Parameters 
EJ 

Scoring 

EJ-AHP 

Weight 

VCR (%) 

VCR ≥ nm0.85 && VCR < 1.00 5 0.34 

VCR ≥ 0.70 && VCR < 0.85  4 0.26 

VCR ≥ 0.45 && VCR < 0.70 3 0.24 

VCR ≥ 0.20 && VCR < 0.45 2 0.12 

VCR < 0.20 1 0.04 

IRI (m/km) 

IRI ≥ 12 4 0.43 

IRI ≥ 8 && IRI < 12  3 0.35 

IRI ≥ 4 && IRI < 8 2 0.17 

IRI < 4 1 0.05 

HA 

(rad/km) 

HA ≥ 3.50  3 0.54 

HA ≥ 0.25 && HA < 3.50  2 0.37 

HA < 0.25  1 0.09 

VA 

(m/km) 

VA ≥ 45  3 0.54 

VA ≥ 5 && VA < 45 2 0.37 

VA < 5 1 0.09 

Vr (km/jam) 

Vr ≥100 6 0.33 

Vr ≥ 80 &&  

Vr < 100 
5 0.25 

Vr ≥ 65 &&  

Vr < 80 
4 0.17 

Vr ≥ 60 &&  
Vr < 65  

3 0.16 

Vr ≥ 50 &&  

Vr < 60 
2 0.06 

Vr < 50 1 0.03 

Road Type 

2/2 UD 5 0.36 

4/2 UD 4 0.29 

4/2 D 3 0.24 

6/2 D 2 0.08 

2/1 UD 1 0.04 

Shoulder 
No 2 0.83 

Yes 1 0.17 

Parameters Range 
EJ 

Scoring 

EJ-AHP 

Weight 

VCR (%) 

VCR ≥ 0.90 && VCR < 1.00 5 0.34 

VCR ≥ 0.75 && VCR < 0.90  4 0.26 

VCR ≥ 0.50 && VCR < 0.75 3 0.24 

VCR ≥ 0.30 && VCR < 0.50 2 0.12 

VCR < 0.30 1 0.04 

IRI (m/km) 

IRI ≥ 12 4 0.43 

IRI ≥ 8 && IRI < 12  3 0.35 

IRI ≥ 4 && IRI < 8 2 0.17 

IRI < 4 1 0.05 

HA (rad/km) 

HA ≥ 3.50  3 0.54 

HA ≥ 0.25 && HA < 3.50  2 0.37 

HA < 0.25  1 0.09 

VA (m/km) 

VA ≥ 45  3 0.54 

VA ≥ 5 && VA < 45 2 0.37 

VA < 5 1 0.09 

Vr (km/jam) 

Vr ≥100 6 0.33 

Vr ≥ 90 &&  

Vr < 100 
5 0.25 

Vr ≥ 75 &&  

Vr < 90 
4 0.17 

Vr ≥ 60 &&  

Vr < 75  
3 0.16 

Vr ≥ 50 &&  
Vr < 60 

2 0.06 

Vr < 50 1 0.03 

Road Type 

2/2 UD 5 0.36 

4/2 UD 4 0.29 

4/2 D 3 0.24 

6/2 D 2 0.08 

2/1 UD 1 0.04 

Shoulder 
No 2 0.83 

Yes 1 0.17 
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B. The Guttman Scale to Determine the Classification of 

Accident Prone Roads 

The Guttman scale [68] is used to measure the generated 
classification values in this paper. This scale is used to draw 
conclusions from qualitative data [69]. It is also used to 
estimate the value of the classification resulting in an 
intervention value that is still ambiguous due to uncertainty 
[70]. It is possible to assess the uncertainty factor of a variable 
class defined using the Guttman scale [71] in Eq. (11) for a 
dataset that employs a weight in the analysis process and 
delivers a value. 

The test data consisted of 180 primary arterial roads and 
201 primary collector roads, where the data is categorized as a 
small-scale dataset. The value of the scale on the SAW, WP, 
SAW, WPM, MAUT, TOPSIS, and AHP methods using Eq. 
(12), (14), (17), (21), (24), (32), and (33) based on the process 
calculations in section III sub-sections B to H, respectively. 

TABLE V. THE SCALE TO DETERMINE THE CLASSIFICATION OF 

ACCIDENT PRONE ROADS 

MCDM 

Models 
Arterial Road Scale Collector Road Scale 

WSM {
                  

                     
 {

                  
                     

 

WP {
                  

                     
 {

                  
                     

 

SAW {
                  

                     
 {

                  
                     

 

WPM {
                  

                     
 {

                  
                     

 

MAUT {
                  

                     
 {

                  
                     

 

TOPSIS {
                  

                     
 {

                  
                     

 

AHP {
                   

                      
 {

                    
                       

 

C. Model Performance Evaluation 

The MCDM spatial analysis model was developed to assist 
the decision-making process by selecting alternatives in the 
multi-class classification [52][72]. The steps in the MCDM 
model are to determine the multicriteria parameter that will be 
an alternative to the mult-iclass classification, to describe the 
quantitative data requirements that will be processed to have 
an impact on the alternatives of the multi-class being 
processed, then to process the numerical values on the 

qualitative data to determine the rating on each of the 
multicriteria parameters. 

Table VI results from multicriteria evaluation techniques 
using a confusion matrix based on the process in section III 
sub-section I. The accuracy values in the experimental test of 
arterial road type data using the WSM and TOPSIS methods 
were 63% superior to other methods, followed by the MAUT, 
SAW, WP, and WPM methods, and the AHP method, namely 
59%, 58%, 54%, 43%, respectively. However, the AHP 
method is superior in the collector road type experiment with 
an accuracy value of 70%, followed by the TOPSIS and 
WSM, SAW, MAUT, WP, and WPM methods, namely 58%, 
57%, 53%, 41%, respectively. 

Fig. 3 is a sampling test of the spatial analysis results of 
accident-prone road classification using the WSM method on 
the North Rim Probolinggo arterial road type, Indonesia. 
Calculate the weight value for each multicriteria parameter 
using Flow in Fig. 2 with the results in Tables IV and V. 
Perform the calculation process based on section III 
subsection B, then obtain the value of the variable Ai is 
0.3593, referring to Table VI, the road is included in the 
PRTA classification. 

TABLE VI. THE MCDM MODEL PERFORMANCE 

MCDM Models Accuracy F1-Score 

Arterial Roads 

WSM 63% 54% 

WP 54% 55% 

SAW 58% 52% 

WPM 54% 55% 

MAUT 59% 53% 

TOPSIS 63% 54% 

AHP 43% 53% 

Collector Roads 

WSM 58% 49% 

WP 41% 45% 

SAW 57% 48% 

WPM 41% 45% 

MAUT 53% 47% 

TOPSIS 58% 49% 

AHP 70% 47% 
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Fig. 3. Results of Spatial Analysis of Accident Prone Roads using the WSM Method on Arterial Road Types.

V. CONCLUSION AND FUTURE WORKS 

This paper presents an empirical study to determine the 
ability of the MCDM model based on multi-criteria 
parameters that combine the weight values given by expert 
judgment and mathematical computation using the AHP 
method (EJ-AHP). MCDM model is a method that depends on 
the value of weights and the priority scale of parameter values 
that depends on expert judgment. Weight analysis on the 
MCDM model by combining EJ-AHP can bridge the 
difference between subjective and objective risks that are 
biased in the evaluation process for weights and parameter 
priority scales between expert judgments. The labeling results 
in this research can be used as a labeling basis for further 
research on the category of the private dataset types with small 
dataset scales in determining the category of PRTA or Non-
PRTA classification based on multi-criteria parameters. 

The parameter weight values generated in the EJ-AHP 
computation process will be used as the basis for the empirical 
study for the spatial analysis of the PRTA classification based 
on the MCDM model using a comparison of the WSM, WP, 
SAW, WPM, MAUT, TOPSIS, and AHP methods to measure 
the performance of the method. The performance evaluation 
results of this method will be used as a reference for whether 
or not a method is feasible to be developed further. The 
accuracy value in the whole process of the MCDM model 
performance is below 71% (Table VI), where each method 
produces a different rating value, and this concludes that a 
new alternative method can be applied to produce a high 
accuracy value. Therefore, it is essential to further research 
using machine learning (ML) by applying several alternative 
scenarios through performance tests on ML single classifier, 
ML parameter tuning, and ML hybrid ensemble learning to 
improve the performance of the resulting classification values. 
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