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Abstract—With the increasing of criminal actions, people use 
various surveillance techniques to create a sense of security. One 
of the most widely used surveillance technique is installing CCTV 
cameras at various locations. On the surveillance systems, there 
are other supporting devices apart from CCTV cameras. One of 
such supporting devices is a hard disk to save the recorded data. 
The recording on CCTV has two modes:  motion detection mode 
and continuous mode. The continuous mode will record 
continuously, which affects the amount of hard disk space used. 
Motion detection mode records one event only, not all recordings, 
saving hard disk space, however, it may miss some events. Based 
on these two modes, compression technology is required. The 
current compression technology applies the ROI method. A ROI 
(Region of Interest) is the part of the image that wants to filter to 
form some operations against it. ROI allows coding differently in 
certain areas of the digital image to have a higher quality than 
the surrounding area (background). This paper offers a novel 
approach to saving the foreground frame generated from the 
ROI method and compressing it. The novel approach will be 
applied to the AVI, MJPEG 2000, and MPEG-4 video formats. 
The decompression process is used to restore the original video 
data to measure the method's performance. To measure the 
proposed method's performance, it will compare the compression 
ratio and Peak Signal-to-Noise Ratio (PSNR) with the traditional 
method without implementing the ROI-based method. The PSNR 
value in this paper, that measures the quality of the compression 
result,s are above 40 dB. It indicates that the resulting video is 
similar to the original video. The ROI-based compression method 
can increase the compression ratio 5-7 times higher than the 
existing method for lossy AVI format video. While on MJPEG-
2000 and MPEG-4 format video, it increases the compression 
ratio 7-15 times and 1-3 times, respectively. The PSNR value for 
the proposed method is above 40 dB, which indicates that the 
reconstructed video is similar to the original video, even though 
the pixel values have changed slightly. 

Keywords—Compression; decompression; foreground; region 
of interest; video surveillance systems 

I. INTRODUCTION 
The increasing criminal actions result in people using 

various surveillance techniques to ensure security and manage 
communities to create a sense of security [1, 2]. One 
commonly used surveillance technique is to use video 
surveillance cameras installed in several places [3]. The 
development of the internet also supports the increase in 
surveillance cameras to analyze the recordings [4]. Video 
surveillance is currently an active field of research that aims to 

analyze video captured by cameras. This functionality makes it 
suitable for security applications, object identification and 
tracking, gender classification, et al. [5]. 

Nowadays, CCTV is facilitated by remote location 
monitoring with mobile phones. CCTV does not stand alone 
but has other supporting devices [6]. These supporting devices 
are used to monitor and record image objects seen by CCTV 
cameras [7]. CCTV cameras that produce a low-quality video 
which is generally recorded at a resolution of 352x240 and 
have a frame rate of 30 fps, occupy 10 GB of storage in one 
day [8]. 

The footage on CCTV is mainly stored on secondary 
storage devices. CCTV recording equipment has two modes, 
continuous and motion detection [9]. In continuous mode, 
CCTV will record continuously so that the hard disk capacity 
runs out quickly because it stores all the information captured 
by the camera without choosing whether the data is needed or 
not. In motion detection mode, also called event recording 
mode, CCTV only records when specific events occur. 
Because it only saves when an event occurs, the hard disk 
capacity does not run out quickly. Its limitation is that not all 
events are held because CCTV only stores when an object is 
moving, so some information is lost [10]. A video compression 
technique is needed that can combine the two modes' 
advantages. 

Several types of video compression used in CCTV are 
Motion JPEG (MJPEG), Motion JPEG 2000 (MJPEG 2000), 
MPEG-4, and H.264 [11, 12]. MPEG-4 can be three times 
more efficient in compression than MJPEG. When the number 
of frame rates is less than 5-6 frames per second, then MPEG-4 
will be less favorable. MPEG-4 uses H-264 video compression 
and will be efficient when bandwidth conditions are limited 
and stable. MJPEG uses the Discrete Continuous Transform 
(DCT) algorithm, while MJPEG 2000 uses the Discrete 
Wavelet Transform (DWT) algorithm to produce better image 
quality at higher compression levels. On MJPEG 2000 it is 
possible to perform a decompression process with a lower 
resolution representation than the original image, so it is 
suitable for motion detection algorithms [12]. 

Video contains data redundancy by which the differences 
can be recorded within frames or between frames. There are 
two types of video compression, based on the structure’s color 
component (spatial redundancy) and based on changes between 
frames (temporal redundancy). The first type is based on the 
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fact that the human eye cannot distinguish colors well enough 
because it is affected by the object’s brightness. While the 
other type only encodes the changing frames and directly 
stored the rest data [13]. 

The frame changes because there is movement in the object 
(foreground) captured in the video. Each frame in video data 
generally contains objects (foreground) and background. The 
foreground and background detection processes are based on 
Region of Interest (ROI) that was chosen. It allows different 
encoding in some regions of the digital image to have a better 
quality than the surrounding area (background) [14]. ROI is a 
part of the image that you want to filter to perform some 
operations. 

The application of ROI uses the Max-shift method. In [15], 
the Max-shift method is used to choose the ROI on an image. 
The Max-shift method works by shifting the bit-plane from the 
selected ROI so that it occupies a higher position than the 
surrounding bit-plane (background), where the shift is 
conducted to the maximum extent resulting in the maximum 
quality on foreground compared to the surrounding area. ROI 
can also reduce the size of the data volume. 

Based on these descriptions, this research offers a 
compression and decompression technique for video 
surveillance systems by applying a modified ROI method. 
Modifications are made by using a cropping process to the 
foreground by implementing the ROI method. And then 
compress the foreground frame so that the background does not 
change. The proposed method is implemented on three types of 
video compression format, lossy video compression in AVI, 
MJPEG 2000, and MPEG-4. 

The rest of this article is as follows; Section II describes the 
related works of the proposed method. Section III describes the 
dataset and explains the detail of the proposed method. Section 
IV describes the results and discussion. The paper is concluded 
in Section V. 

II. RELATED WORK 
In a technical review paper conducted by Seagate in 2012 

showed that the compression techniques, used to store CCTV 
footage, can result in a decrease in quality and have little effect 
on video size [8]. Seagate conducted the review using a very 
large variation in hard drive recording capacity based on 24x7 
video streaming resolutions. With many security applications 
requiring dozens of cameras and streaming 24x7 video, this 
can result in storage volumes reaching hundreds of gigabytes. 

Cisco estimates that bandwidth usage for data globally will 
grow 71% in 2017 and forecasts an annual growth rate of 46% 
from 2017 to 2022 [16]. A CCTV camera connected to the 
internet with a stable video stream to the cloud will share a 
usage share of 2% and will grow seven times to increase to 3% 
by 2022 [17]. Based on the growth of data usage from 2019 to 
2020, it is predicted in [18] that video data usage will continue 
to increase until 2025. It is due to the size of the recorded 
storage capacity depending on the hard disk installed (typically 
160 GB, but some are up to 1 TB), whereas many security 
applications require dozens of cameras and 24x7 video streams 
and result in storage volumes running up to hundreds of 
Gigabytes. 

Recordings are mostly stored on secondary storage devices 
such as hard disks. So, to reduce storage space, a compression 
technique is applied. In some research, it is recommended to 
use cloud storage for CCTV footage using IP Camera and 
storage using NVR (Network Video Recorder) [16, 19]. The 
limitations are that it requires a fast internet connection on each 
CCTV camera and requires a large bandwidth when 
transmitting. So, the storage method using DVR is still being 
used. 

Research on compression to reduce data volume has been 
conducted by developing motion detection recording modes 
[20]. In [21], other providing motion detection information, the 
CCTV video processing also provides two other output that is 
face detection information and identification information. ROI 
based method to classify and detecting vehicles was given in 
[22]. 

In [23], the author designs a lossy and lossless algorithm by 
applying ROI to video compression. This algorithm design 
applies lossy and lossless video compression to raw video. 
Raw video in the form of cif or qcif is an uncompressed image 
file. The proposed approach is in which the selected ROI area 
is based on the human face (face detection). The limitation of 
this study is that it does not show any effect on data volume. 

III. MATERIAL AND PROPOSED METHOD 
Fig. 1 is describing the research framework. There are two 

stages in this research, the compression stage, and the 
decompression stage. This stage is generating a modified 
algorithm design from the proposed research topic. The result 
of this algorithm design will be implemented in MATLAB 
software. 

 
Fig. 1. The Research Framework. 

The research phase begins with video acquisition. Video 
acquisition here is intended to collect video data used in this 
research. The next stage is to separate the video into some 
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consecutive frames (sequential frames). Frames (digital 
images) are collection of pixels such as RGB or YCbCr. It is 
continued by video compression process. The difference 
between this proposed method and the common traditional 
compression method by AVI, MJPEG 2000 and MPEG-4 is 
that on this research the compression was implemented on the 
cropped frame. Based on the ROI method, the cropping process 
was held on the foreground frame that separates it from the 
background. At the compression stage, there are three stages: 
object detection by applying the background subtraction 
algorithm, followed by determining the ROI area to be 
separated between background and foreground, and third one is 
cropping process. The DCT algorithm will compress the 
foreground cropping results for AVI and MPEG-4 video 
formats and the DWT algorithm for MJPEG 2000 video 
format. 

The decompression stage consists of three stages, namely, 
reading the compressed video, merging the foreground and 
background of each sequential frame, and generating the 
reconstructed video. The merging of the foreground and 
background of each sequential frame begins with the pre-
processing stage. The pre-processing process is performed by 
reading the length of the video, determining the minimum and 
maximum of the width and height of each sequential frame. 
Next, separate the video data into sequential frames. After 
getting the sequential frames, read the background frame and 
combine it with the sequential frames based on its maximum 
width and height. Perform an error check on the mixed results 
to see whether each frame can be merged correctly. 

A. Video Acquisition 
Video acquisition is the process of capturing or scanning 

video so that digital video will be obtained [24]. In the video 
acquisition process, several factors need to be the main concern 
in the process. These factors are the types of acquisition tool, 
camera resolution, lighting techniques, zooming techniques 
(enlarge and reduce the camera) and the angle of data 
collection [25]. 

Each type of camera has its characteristics. Therefore, this 
research uses some different cameras. It consists of 1 CCTV 
camera and two non-CCTV cameras with different camera 
resolutions, i.e., 1.3 MP for CCTV cameras and 5 MP and 13 
MP for Non-CCTV cameras. The video capture process is 
conducted simultaneously. The three cameras are placed at the 
height of one meter from the ground and distances two meters 
from the observed object. The dataset at the research location 
was taken at night, requiring additional artificial light. The 
object of this research focuses on the coordinated movement of 
objects that move at a certain speed that can be captured by the 
camera and it consists of an object only, a remote-controlled 
toy car. 

B. Sequential Frames 
Video is a collection of images that are recorded 

sequentially, and their movements are according to a function 
of time. After the video acquisition process, frames from the 
video will be separated [26]. The frame splitting stage begins 
by reading the length of the image on the video to find out how 
many frames the video has. Next will be determined the size of 
the image that is the width and height of the image. 

C. Object Detection using Background Subtraction Method 
After sequential frame stage, next is detecting the object. 

Video acquisition in this research uses a static camera so that it 
does not move and the point of view of taking the objects is 
fixed. The resulting background remains same from the 
beginning of the video to the end. It makes the research 
direction focuses on the movement of objects, so the algorithm 
used for object detection is the background subtraction 
algorithm [26]. 

The initial step to be conducted is to read the first frame of 
the video data. This initial frame will be used as the 
background frame. The next step is to apply edge detection 
using the background subtraction method to produce a 
foreground mask. This foreground mask will be used as a 
reference for the next stage. The background image is the 
frame that will be compared with the next frame (second 
frame, third frame, etc.), and then the result is reduced to get 
the difference. The difference will be used to detect the 
movement of the object. The result of image reduction is 
converted into a greyscale image. If there is a change in the 
value of a particular pixel, assign value 1 (marked in white). If 
there is no change in the pixel value, give the value 0 (marked 
in black). The difference from this greyscale image will 
produce a foreground mask. 

D. Region of Interest 
After getting the foreground mask by applying background 

subtraction algorithm, it will use the foreground mask as the 
area of interest for ROI. ROI area is marked by a bounding 
box, which is a box with x and y coordinates representing the 
width and length of the detected object [27]. Building the 
bounding box requires a background image, foreground image, 
and foreground mask. In making a bounding box, start by 
measuring the size in the region of the image. Then read the 
foreground mask generated by the background subtraction 
algorithm. Continue with displaying the box from the bounding 
box so that it will visually illustrate the separation. 

E. Cropping Process 
 At this stage, a cropping process is conducted from the 

ROI results. The input image from the previous stage will be 
read and then cropped to get a new image. Image cropping in 
general, can be done based on the coordinates, the number of 
pixels or the results of zooming a certain area. 

This research uses the foreground's width and height 
information to calculate the intersection point's coordinates 
after reading the bounding box image. The image cropping 
process is conducted based on the intersection point 
coordinates. The result of this stage is a sequential frame 
containing only objects and a background frame. Sequential 
frames have objects (foreground) that will be used as input for 
the compression stage, while the background frame will be 
saved for the decompression stage. It will merge the 
foreground and background later in the decompression stage. 

F.  Implementation of ROI-based Compression Method 
This stage implements a lossy compression method in AVI, 

MJPEG 2000 and MPEG-4 video compression formats on the 
cropped foreground frame. The lossy compression method is a 
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compression method that removes some information from the 
original data during the compression process, such as reducing 
the pixel value but does not significantly cross the limits of the 
visual perception of the human eye. 

The AVI and MPEG-4 video formats use the DCT 
transformation algorithm, while the MJPEG 2000 video format 
uses the DWT transformation algorithm [28]. A quantization 
process will be applied to each video format to reduce the 
amount of information needed to represent the frequency so 
that unnecessary information can be eliminated. The entropy 
coding process is conducted after the quantization process is 
complete. The result of this process is a compressed image 
where for the AVI video format, it will be saved using a bitmap 
(.bmp) file, while for the MJPEG 2000 it will be saved using a 
JPEG 2000 file (.jp2) and for the MPEG-4, it will be saved 
using a JPEG (.jpg) file. The last step is to combine all 
compressed foreground frames into a video file for each video 
formats. 

G. Implementation of ROI-based Decompression Method 
The decompression process aims to restore the compressed 

image into an image representation like the original image 
[29]. It begins by reading the compressed video for three 
formats and then saving the information about the length of the 
video, minimum and maximum value of the width and height 
of each sequential frame. After separating, the video into a 
sequence of frames, combine the background and foreground 
for each frame. It turns the frame sequence into a video 
representation. 

H. Cropping Process 
 The proposed method performance evaluation measures 

include compression ratio and Peak Signal-to-Noise Ratio 
(PSNR). The performance of a data compression algorithm can 
be measured by calculating the compression ratio. It measures 
the physical substance, how much capacity the original 
compressed file has. The compression ratio (CR) is defined as 
the ratio of the size of the original data (uncompressed) and the 
size of the compressed data, which is expressed by (1) [13]. 

𝐶𝑅 =  𝑋
𝑥′

              (1) 

where x = the size of the original data (bytes), and x’ = the 
size of the compressed data (bytes). The compression ratio is 
closely related to how much memory space can be saved. 

Calculating the quality of the decompressed image can be 
done by calculating the PSNR value. To calculate PSNR, it 
takes the Mean-Square Error (MSE) value given by (2) [13]: 

𝑀𝑆𝐸 =  1
𝐶𝑀.𝑁

 ∑𝑀−1 
𝑖=0 ∑𝑁−1

𝑗=0  [|𝐼(𝑖, 𝑗) − 𝑅(𝑖, 𝑗)|]2          (2) 

where, I (i, j) represent the original image before 
compression, while R (i, j) represents the compressed image, C 
represents the color component of the image where C=1 for 
binary images or grey level, C=3 for color images and the size 

of the image is N x M. A significant MSE value indicates that 
the deviation or difference between the reconstructed and 
original images is quite significant. Meanwhile, for calculating 
the PSNR value we can use (3) [13]: 

𝑃𝑆𝑁𝑅 =  10𝑙𝑜𝑔10(𝑚𝑎𝑥1
2

𝑀𝑆𝐸
)  = 20𝑙𝑜𝑔10(𝑚𝑎𝑥1

√𝑀𝑆𝐸
)           (3) 

where, max1 is the maximum value of a pixel in the 
original image I. The smaller the MSE noise value, the higher 
the PSNR value, the higher the image quality. On the other 
hand, the higher the MSE noise value, the smaller the PSNR 
value, the lower the image quality. Typical values for PSNR in 
the lossy image and video compression are between 30 dB and 
50 dB, where higher is better [30, 31]. Values above 40 dB are 
usually considered very well, and values below 20 dB are 
usually unacceptable [31, 32]. When the two images are 
identical, the MSE value will be zero, which will result in 
infinite PSNR [31]. 

IV. RESULTS AND DISCUSSION 

A.  Result of Video Acquisition 
Table I shows the specifications of the video used. Data 

was taken with three cameras, one CCTV camera and two non-
CCTV cameras, with different specifications to produce three 
video data. The video acquisition is held at night, so it requires 
additional lighting, which is placed in front of the object. 

TABLE I. SPECIFICATIONS OF THE VIDEO USED 

Video Name Number of frames Video file sizes 

Car1 157 frames 138.87 MB 

Car2 294 frames 290.70 MB 

Car3 175 frames 461.43 MB 

B. Result of Sequential Frames 
On this stage, the results of sequence frames are saved in 

BMP format. For video Car1, the data size of each frame is 676 
KB with the time required for sequential frame processing is 
6.765 seconds. While for video Car2, the data size of each 
frame is 1 MB with the time required for sequential frame 
processing is 12.607 seconds. For the third video, the data size 
of each frame is 2.7 MB with the time required for sequential 
frame processing is 9.095 seconds. Fig. 2 gives examples of 
frame sequential results from three video data. 

 
Fig. 2. Example of Frame Sequential Results. 
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C. Result of Object Detection using Background Subtraction 
Method 
The background subtraction method takes the difference 

from the frame value by calculating it based on subtracting the 
current frame from the predefined background frame. Video 
input in sequential frames will be separated from the first frame 
by the next frame. The resulting image will be converted into a 
grey-level image. The grey-level image will be filtered and 
binarized to determine the foreground and background edges 
threshold. 

Fig. 3 gives examples of object detection resulting from 
three video data, which shows the difference between 
foreground and background. The foreground is marked in 
white, while the background is marked in black. The time 
required for the object detection process in the first video is 
6.763 seconds. While the time required for the object detection 
process in the second and third video is 13.140 seconds and 
9.348 seconds, respectively. 

 
Fig. 3. Example of Object Detection Results. 

D. Result of Region of Interest 
Fig. 4 gives examples of the result of applying the ROI 

method on three video data. The yellow box can be seen 
visually as a separation sign of the foreground and inside the 
yellow box, while the background area is outside the yellow 
box. 

E. Result of Cropping Process 
The result of the bounding box process will be the input 

image for the cropping process. This cropped image contains 
information about the object of interest from each sequential 
frame. The cropping process will only keep the foreground 
from the sequential frame to produce a new image. The new 
image that contains information about the object will later 
become the input image of the compression process. 

 
Fig. 4. Example of ROI Results. 

 
Fig. 5. Example of Cropping Process. 

Fig. 5 gives examples of the cropped images from three 
video data. The sizes of the resulting frames have a different 
size according to the size of each bounding box. 

F. Result of Implementation of ROI-based Compression 
Method 
Table II shows video compression results and the time 

required to perform the compression process based on this 
proposed method. It can see in Table II that the sizes of 
compressed data with the ROI-based compression method are 
smaller than the size of the original data. For example, on the 
first video, Car1 with AVI format, the compressed data size is 
1.50 MB, much smaller than the original video size of 138.87 
MB (Table I). 

G. Processing Time for Implementation of ROI-based 
Decompression Method 
Table III shows the time that it takes to process the 

decompression stage. All sequential frames result from 
combining background and foreground frames, will then be 
saved in AVI, MJEPG 2000 and MPEG-4 video formats. For 
each video playback process, the processing time will be 
calculated. The reconstructed video from decompression 
method will be used later to count PSNR. 

H. Compression Ratio and PSNR Values 
Compression ratio that is calculated by (1) is defined as the 

ratio of the size of the original data (uncompressed) and the 
size of the compressed data. Table IV gives the comparison of 
compression ratio between the result by proposed method (with 
ROI) and existing method (without ROI). 

TABLE II. THE RESULTS OF VIDEO COMPRESSION USING THE ROI-BASED 
COMPRESSION METHOD FROM THE DATA CIDEO 

 Video compression 
format 

Size of compressed 
data with ROI’s 

Processing time 
(seconds) 

Car1 

AVI 1.50 MB 0.904519 

MJPEG 2000 0.61 MB 0.978303 
MPEG-4 0.11 MB 0.981535 

Car2 
AVI 2.12 MB 1.837451 
MJPEG 2000 1.12 MB 1.790168 
MPEG-4 0.15 MB 1.772530 

Car3 
AVI 1.45 MB 3.526940 
MJPEG 2000 0.61 MB 3.324557 

MPEG-4 0.19 MB 3.473233 
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TABLE III. PROCESSING TIME FOR VIDEO DECOMPRESSION USING THE 
ROI-BASED COMPRESSION METHOD 

 
Processing time 
for AVI format 
videos (second) 

Processing time 
for MJPEG 2000 
format videos 
(second) 

Processing time 
for MPEG-4 
format videos 
(second) 

Car1 0.321361 0.314064 0.215553 

Car2 0.208899 0.193403 0.153938 

Car3 0.180601 0.192206 0.112877 

In Table IV, the compression ratio of the proposed method 
(with ROI) in all cases is higher than the compression ratio of 
the existing method (without ROI). So, it can claim that this 
proposed method works better in compressing the video data 
than the current method if it uses a compression ratio to 
measure the performance. 

Table V gives the result of PSNR calculation using ROI-
based compression method from three video file formats. The 
higher PSNR value means the higher reconstructed video 
quality (result of decompression process). On the other hand, 
the smaller the PSNR value, the lower the video quality. 

TABLE IV. PERFORMANCE COMPARISON OF THE COMPRESSION RATIO 
FOR THE PROPOSED METHOD (WITH ROI) AND WITHOUT ROI ON VARIOUS 

VIDEO 

 

Video 
compr
ession 
format 

Orig
inal 
size 
data 
(a) 

Size 
compr
essed 
data 
witho
ut 
ROI 
(b) 

Size 
Compr
essed 
data 
with 
ROI 
(c) 

Compr
ession 
ratio 
withou
t ROI 
(a/b) 

Compr
ession 
ratio 
with 
ROI 
(a/c) 

Impro
ved 
compr
ession 
ratio 
(b/c) 

Ca
r1 

AVI 

138.
87 
MB 

10.3 
MB 

1.50 
MB 13.4825 92.58 6.8667 

MJPE
G 2000 

7.05 
MB 

0.61 
MB 19.6979 227.655

7 
11.557
4 

MPEG-
4 

0.21 
MB 

0.11 
MB 

670.768
3 

1262.45
45 1.9091 

 
Ca
r2 

AVI 

290.
70 
MB 

15.7 
MB 

2.12 
MB 18.516 137.122

6 7.4057 

MJPE
G 2000 

8.27 
MB 

1.12 
MB 35.1511 259.553

6 7.3839 

MPEG-
4 

0.61 
MB 

0.19 
MB 

476.557
4 1530 3.2105 

Ca
r3 

AVI 

461.
43 
MB 

7.71 
MB 

1.45 
MB 59.8482 318.227

6 5.3172 

MJPE
G 2000 

9.61 
MB 

0.61 
MB 48.0156 756.442

3 
15.754
1 

MPEG-
4 

0.53 
MB 

0.19 
MB 

870.622
6 

2428.57
89s 2.789 

TABLE V. PERFORMANCE OF THE PROPOSED METHOD BY PSNR 

 
PSNR for AVI 
format videos 
with ROI (dB) 

PSNR for 
MJPEG 2000 
format videos 
with ROI (dB) 

PSNR for 
MPEG-4 format 
videos with ROI 
(dB) 

Car1 56.9328 52.3866 64.2107 

Car2 62.7869 57.8663 63.1144 

Car3 51.0671 46.9997 46.8808 

In Table V, all PSNR values are above 40 dB, indicating 
that the reconstructed video resulting from decompression is 
similar to the original video. 

V. CONCLUSION AND FUTURE WORK 
This paper proposes an ROI-based compression-

decompression method that separates foreground and 
background on each sequential frame by the background 
subtraction method. Based on experiment results, for all videos 
that were acquired, this proposed method gives better results in 
compression ratio and PSNR values compared with existing 
methods (without ROI). That is, it increases the compression 
ratio and PSNR values. 

The results of increasing the compression ratio for the 
video compression method with ROI on the AVI compression 
video format are 6.8667, 7.4057, and 5.3172. The results of 
increasing the compression ratio for the video compression 
method with ROI on the MJPEG 2000 compression video 
format are 11.5574, 7.3839, and 15.7541. At the same time, the 
results of increasing the compression ratio for the video 
compression method with ROI on the MPEG 4 compression 
video format are 1.9091, 3.2105, and 2.789. The ROI-based 
compression method can increase the compression ratio 5-7 
times higher than the existing method for lossy AVI format 
video. While on lossy MJPEG-2000 and MPEG-4, it increases 
the compression ratio 7-15 times and 1-3 times, respectively. 

The results of the PSNR value for the video compression 
method in the AVI compression video format are 56.9328, 
62.7869, and 51.0671. The PSNR values for the video 
compression method in the MJPEG 2000 compression video 
format are 52.3866, 57.8663, and 46.9997. And the results of 
the PSNR value for the video compression method in the 
MPEG-4 video compression format are 64.2107, 63.1144, and 
46.8808. The PSNR value for the proposed method is above 40 
dB [31, 32], which indicates that the reconstructed video is 
similar to the original video, even though the pixel values have 
changed slightly. 

This study only uses one object, while there can be more 
than one object in the field (crowd people). The camera used in 
this study is still, while the camera used in CCTV may be a 
camera that moves which results in changes in the background. 
So further research can be conducted to detect more than one 
object, moving cameras, or changes in the camera's 
background. 
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