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Abstract—Despite the fact that text classification has grown in 
relevance over the last decade, there are a plethora of approaches 
that have been created to meet the difficulties related with text 
classification. To handle the complexities involved in the text 
classification process, the focus has shifted away from traditional 
machine learning methods and toward neural networks. In this 
work the traditional RNN model is embedded with different 
layers to test the accuracy of the text classification. The work 
involves the implementation of RNN+LSTM+GRU model. This 
model is compared with RCNN+LSTM and RNN+GRU. The 
model is trained by using the GloVe dataset. The accuracy and 
recall are obtained from the models is assessed. The F1 score is 
used to compare the performance of both models. The hybrid 
RNN model has three LSTM layers and two GRU layers, 
whereas the RCNN model contains four convolution layers and 
four LSTM levels, and the RNN model contains four GRU layers. 
The weighted average for the hybrid RNN model is found to be 
0.74, RCNN+LSTM is 0.69 and RNN+GRU is 0.77. 
RNN+LSTM+GRU model shows moderate accuracy in the initial 
epochs but slowly the accuracy increases as and when the epochs 
are increased. 

Keywords—F1 score; gated recurrent unit; GloVe; long - short 
term memory; precision; recall; recurrent neural network; region-
based convolutional neural network; text classification 

I. INTRODUCTION 
Text classification has posed a necessity in the current 

generation, which is precisely due to the fact that the data 
being handled is increasing in volume at an alarming rate [1]. 
This can be attributed to the increase in the number of end-
users, thereby necessitating effective data handling. Effective 
handling also involves uploading and retrieval of data at least 
possible time. The data being uploaded and retrieved may be 
in the context of many real-time applications like web 
applications, banking servers, scientific literature, or digital 
libraries of documents. Some of the applications also involve 
data filtering [2] and organization, where voluminous data is 
sorted and categorized as per the relevance [3]. Also, apart 
from data organization, opinion mining is an application of 
utmost importance. Therefore, efforts have been put-forth to 
extend the classified data for opinion mining [4]. Lastly, e-
mail classification is also an application of great significance, 
where text classification is used to identify spam e-mails [5-7]. 
The applications, as mentioned earlier, also include challenges 
that are to be addressed critically and with utmost precision. 

Researchers have made few significant efforts toward 
addressing real-world problems in the recent past [8-14]. Most 

of the applications concentrate on Natural Language 
Processing (NLP) and text analytics, with enormous efforts to 
efficiently handle the data. The extension of efforts also aims 
at text classification more effectively and intricately. In 
general, post receipt of the raw data, text classification can be 
executed stage-wise, viz. feature extraction, reduction of 
dimensions of the data, selection of the classifier, and finally, 
the metrics that facilitate quantifying the accuracy of 
classification. Although many models have been implemented 
to improve the text classifications, still there are lot of 
challenges persists. The proposed model tries to improve the 
text classification by creating a hybrid models and utilizes the 
advantages of RNN, LSTM and GRU models. Transfer 
learning is a strategy that involves developing a model for one 
problem and then utilizing it to train another related problem 
[37]. Using transfer learning the accuracy of the text 
classification tasks can be improved [38]. 

II. RELATED WORKS 
The authors have used a BBC news text categorization 

structure in this work and implemented ML algorithms like 
logistic regression, KNN algorithms [15] and random forest. 
These methods are evaluated using measures such as 
accuracy, precision, F1-score, confusion matrix, and support. 
The logistic regression algorithm has better accuracy than 
other algorithms in classifying the text in the given dataset. In 
this work, the authors have performed a comparative analysis 
of deep learning models on Arabic text for the single and 
multi-label text classification [16]. Authors have demonstrated 
that the pre-processing stage is not required when using the 
suggested models. The word2vec embedding method is 
included to enhance the accuracy of the deep learning models. 
In this work, the authors have projected a model which utilizes 
a convolutional layer, Bi-LSTM, and attention mechanism to 
understand the semantics and improve the text classification 
accuracy [17]. The authors have analyzed the traditional deep 
learning models and proved that the proposed model has the 
highest accuracy over others. The feature extraction methods 
and developing classifiers are significant for the text 
classification techniques. In this work, the authors have 
highlighted the improved word embeddings with machine 
learning models for automatic document classification jobs 
[18]. The authors have used the word embedding techniques 
such as word2vec, Glove, and fastText. The authors have used 
the freely available dataset and implemented algorithms such 
as SVM, XGBoost, and CNN to use hierarchical and flat 
measures. The fastText embedding technique has proved to 
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improve the classification accuracy of the text. The authors 
have investigated the hierarchical multi-label text 
classification task [19]. Since the documents are stored in a 
hierarchical structure, the classification task becomes tough. 
The authors have proposed a new framework called 
Hierarchical Attention-based Recurrent Neural Network 
(HARNN) for categorizing documents into the appropriate 
labels by integrating texts and the hierarchical category 
structure. 

The authors examined text categorization techniques based 
on machine learning [20]. AG's News Topic Classification 
Dataset, which comprises 120000 training and 7600 testing 
samples, was used in this case. Support vector machine, 
Rocchio, bagging, boosting, naive bayes, and KNN are 
examples of commonly used machine learning algorithms that 
are implemented and assessed using accuracy, precision, F1 
score, and recall. According to the authors, the SVM 
technique outperformed all other algorithms tested for this job. 
The authors classified tweets regarding Covid-19 pandemic 
using DL techniques [21]. They have investigated three 
traditional deep learning algorithms, CNN, RNN, and RCNN, 
and two hybrid algorithms, RNN+LSTM and RNN+Bi-LSTM 
with Attention. When coupled with GloVe and Word2Vec, the 
RNN+Bi-LSTM with Attention mechanism correctly 
classified tweets. The time taken to train and predict the 
accurate labels is more for RNN+LSTM when compared to 
other deep learning models. 

The authors provide a different feature selection approach 
called Multivariate Relative Discrimination Criterion (MRDC) 
in this study to minimize dimensionality and feature space in 
order to enhance text classification performance [22]. The 
suggested technique focuses on reducing duplicate features by 
employing the notions of minimal redundancy and maximal 
relevancy. The suggested approach considers document 
frequency for each word while assessing its usefulness for that 
purpose. The suggested technique picks the characteristics 
with the highest relevance and considers the redundancy 
between them using a correlation metric. The authors 
discussed a deep learning strategy called HDLTex, which 
integrates various deep learning algorithms to create 
hierarchical classifications [23]. 

The authors' proposed architecture uses a mix of RNN at 
the top level and DNN or CNN at the bottom level to classify 
articles more accurately than standard SVM or Naive Bayes. 
The deep learning models were optimized using RMSProp and 
Adam to improve accuracy. The DNN has eight hidden layers. 
RNN was built using LSTM and GRU, and CNN with eight 
hidden layers. The authors have presented a comprehensive 
overview of the 150 classifiers introduced in recent years to 
accomplish this study's text categorization problems [24]. The 
work comprises 40 widely used datasets for text 
categorization. To improve the precision of text 
categorization, the authors proposed combining transformers 
and pre-trained language models with deep learning 
techniques. The work also establishes the grouping of 150 DL 
models into ten broad categories: feed-forward networks, 
CNN-based models, RNN-based models, Graph neural 
networks, hybrid models, etc. 

III. METHODOLOGY 
Based on earlier efforts, it is clear that every neural 

network architecture has shortcomings, which can be 
addressed by combining other architectures to compensate for 
the deficiencies. Therefore, embedding layers of other 
architectures to the existing neural network model and their 
contribution to the model's performance has been studied in 
the present work. For example, the Long Short Term Memory 
(LSTM) layer [25-27] (Fig. 1) has the ability to remember 
long-distance relations when compared to Gated Recurrent 
Unit (GRU) [28-29] (Fig. 2). 

 
Fig. 1. Long Short Term Memory Units. 

 
Fig. 2. Gated Recurrent Units. 

The sigmoid function is used in both LSTM and GRU 
units, whereas the hyperbolic activation function in the output 
layer facilitates data retrieval even after a considerable amount 
of time. On the other hand, GRU is easy to train compared to 
LSTM, with a lesser number of data and a better performance 
than LSTMs. This motivates researchers to embed GRUs 
against LSTM when retrieval is not of great significance. 
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Three models are considered for the present study namely 
Recurrent Neural Network (RNN) [30-31] with GRU unit, 
RNN with LSTM as well as GRU units and Region-Based 
Convolutional Neural Network (RCNN) with LSTM layer. A 
conventional RCNN [32] model is modified by adding four 
LSTM layers along with the convolutional layers as indicated 
in Fig. 3, the performance of which is compared with two 
models comprising a typical RNN model with four GRU 
layers (Fig. 4) and RNN model with 3 LSTM layers and 2 
GRU layers (Fig. 5). The LSTM layer used in RCNN and 
RNN architectures is a forgotten gate type and an input and 
output gate, as shown in Fig. 1. 

The output gate layer is the most significant layer that 
enables long-term dependencies handling. The forget gate 
layer assigns a value based on the input vector of the current 
cell, the output vector of the previous and the previous cell 
state. This is also indicative that the forget layer carries out the 
decision of allowing the value to the input layer. The sigmoid 
neural function with a point-wise multiplication operator is 
used to generate values in the LSTM's forget gate layer. The 
Input gate layer is responsible for two tasks. The entering 
vector data is first updated using a sigmoid activation 
function, and the value created by the sigmoid activation 
function is then compared to the hyperbolic activation 
function. The new values obtained as a result of the 
comparison are combined with the prior cell state. The Output 
Gate Layer compares the input vector generated by the 
sigmoid activation function to the updated cell state generated 
by the hyperbolic activation function. 

Whereas, irrespective of LSTM, a fully gated GRU 
comprises only two gates, viz. forget gate layer and an input 
gate. Though GRU is around half a decade old, it is preferred 
in specific, precise circumstances because they need a 
considerably smaller dataset and time for training the model. It 
can be observed that LSTM has a separate update gate and 
forget gate, rendering it more sophisticated. Therefore, the 
complexity of the LSTM paves the way for the usage of GRU, 
wherein the control on the model embedded with GRU units is 
better. Based on the earlier observations, three models are 
considered with LSTM, GRU, and LSTM-GRU units 
embedded, respectively, and their performances are evaluated. 
The training of the models is facilitated by the GloVE dataset 
[14], which can effectively capture syntactic and semantic 
representations of the words. The shortcoming of GloVE [33] 
is its inability to capture out-of-vocabulary words, which 
demands a considerable corpus to train the model, thereby 
eventually increasing the memory requirement. Though 
GloVE is similar to Word2Vec [34-35] in its operation, the 
weights associated with frequent word pairs will not pre-
occupy the training process. The merits mentioned above 
support the usage of the GloVE dataset for training the models 
considered for the study. 

 
Fig. 3. RCNN Model with LSTM Layers. 

 
Fig. 4. RNN Model with GRU Layers. 

 
Fig. 5. RNN Model with LSTM and GRU Layers. 
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IV. EVALUATION 
The evaluation of the models is carried out with the help of 

two parameters, viz. precision, and recall. Precision is the ratio 
of true prediction to a total number of predictions (Equation 
1), while recall is the ratio of true positive to the sum of true 
positive and false negative. Though precision highlights the 
accuracy of the model, recall indicates sensitivity. An increase 
in precision reduces the number of false positives, increasing 
false negatives. Therefore increase in false negative decreases 
the recall value. It is undoubtedly a balance between precision 
and recall, which renders a valuable model for a given 
application as they demonstrate an inverse behavior. The 
cumulative effect of precision and recall are captured using 
the F1 score, which can be obtained by evaluating the area 
under the precision and recall curve plotted for both models. 
F1 score is the harmonic mean calculated from precision and 
recall values (eq. 3), which forms a significant metric to 
evaluate the performance of the models. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 (𝑃) = 𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

           (1) 

𝑅𝑒𝑐𝑎𝑙𝑙 (𝑅) = 𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒

            (2) 

𝐹1 = 2 �𝑃 𝑋 𝑅 
𝑃+ 𝑅 

�              (3) 

 
Fig. 6. Comparison of Precision for RCNN-LSTM, RNN-GRU, and RNN-

LSTM-GRU Models. 

The results are plotted for the precision and recall as 
shown in Fig. 6 and Fig. 7, respectively. It is observed that the 
RNN model consistently outperforms the RCNN model. After 
the 18th iteration, hybrid RNN and RCNN provide almost the 
same precision and recall values. Hybrid RNN is embedded 
with GRU layers that can be trained for a lesser number of 
data and for a lesser time to generate a greater accuracy, as 
indicated in Fig. 6 and Fig. 7. 

The recall precision curve is of great significance for 
assessing the performance of the RCNN-LSTM, RNN-GRU 
and RNN-LSTM-GRU model as shown in the Fig. 8, 9 and 
10. The results obtained are plotted, for which the polynomial 
curve is fitted by using the least-squares method. The area 
under the curve (AUC) [36] indicates the F1 score for each 
model, thereby depicting the optimum blend of precision and 
recall of the model. The RCNN-LSTM model occupies a 

larger area when compared to RNN-GRU and RNN-LSTM-
GRU models, indicating a more extensive range of recall-
precision values. 

 
Fig. 7. Comparison of Recall for RCNN-LSTM, RNN-GRU, and RNN-

LSTM-GRU Models. 

 
Fig. 8. Variation of Precision with Recall for RCNN-LSTM Model. 

 
Fig. 9. Variation of Precision with Recall for RNN-GRU Model. 
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Fig. 10. Variation of Precision with Recall for RNN-LSTM-GRU Model. 

 
Fig. 11. Comparison of Accuracy for RCNN-LSTM, RNN-GRU, and RNN-

LSTM-GRU Models. 

The comparison can be more clearly observed in Fig. 13, 
and the corresponding variations in the F1 score are indicated 
in Fig. 14. The average F1 score for RCNN-LSTM, RNN-
GRU, and RNN-LSTM-GRU models are indicated in Table I. 
It can be observed that the RNN-GRU model outperforms 
RCNN and RNN-LSTM-GRU model by a margin of 10% and 
4%, respectively. Since the GRU layers embedded in the RNN 
model require lesser time and smaller datasets for training, the 
F1 curve of the RNN model consistently dominates over 
RCNN and RNN-LSTM-GRU models. RNN-GRU model is 
embedded with the GRU layer, which cannot handle long-
term dependencies. When long-term dependencies are of great 
significance, as is the case in text classification, RNN-LSTM-
GRU is preferred the most, which carries the merits of both 
LSTM and GRU layers. RCNN has LSTM layers, which are 
capable of handling long-term dependencies; they take more 
significant time and more extensive data to get trained, which 
renders RNN-LSTM-GRU more suitable for text 
classification. 

 
Fig. 12. Variation of Loss in values for RCNN-LSTM, RNN-GRU, and 

RNN-LSTM-GRU Models. 

 
Fig. 13. Comparison of Precision-Recall for RCNN-LSTM, RNN-GRU, and 

RNN-LSTM-GRU Models. 

Also, Fig. 11 and Fig. 12 indicate the variation of accuracy 
with the normalized time. It can be observed that the RNN-
GRU model and RNN-LSTM-GRU model perform almost the 
same after a normalized time of 0.75s. The accuracy of both 
the models is nearly the same, which is indicative that the 
RNN-LSTM-GRU can replace the RNN-GRU model to 
enable the retrieval of long-term dependencies. The difference 
in slopes over the initial normalized time from 0 to 0.6s is 
because of the presence of the LSTM layer in the RNN-
LSTM-GRU model, which requires more time for training, 
while the GRU layer compensates for the initial delay by 
matching the slope when trained beyond a normalized time of 
0.75s. 

The area under the precision-recall curve gives the F1 
score (Fig. 13). The variation of the F1 score for all three 
models is depicted in Fig. 14. Though the fluctuation of RNN-
LSTM-GRU is considerably significant compared to RNN-
GRU and RCNN-LSTM, the average F1 value is more 
significant than RCNN-LSTM and marginally less than RNN-
GRU. The values are listed in Table I. 
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Fig. 14. Variation of F1 Score with Epoch for RCNN-LSTM, RNN-GRU, 

and RNN-LSTM-GRU Models. 

TABLE I. COMPARISON OF PRECISION, RECALL, AND F1 SCORE 

Model Average 
Precision 

Average 
Recall F1 Score 

RCNN-LSTM 0.691 0.6825 0.682 

RNN-GRU 0.7695 0.7615 0.7615 

RNN-LSTM-GRU 0.7395 0.7163 0.7226 

V. CONCLUSION 
The present comprehensive study intends to address three 

text classification strategies by modifying the models and 
evaluating the performances in connect with precision and 
sensitivity. It is observed that the model selection for a given 
application is a trade-off among the variables such as time, 
dataset, and handling of the long-term dependencies, which 
define a suitable model for the application. Hence, RCNN 
with more accurate when compared to RNN with an ability to 
remember the dependencies, whereas RNN embedded with 
GRU has a shorter learning time which a smaller volume of 
the dataset can train. The average F1 score of RNN (4 layer 
model) is 0.77, whereas, for RCNN (8 layer model), the 
average F1 score is 0.69, which is around 10% less than RNN. 
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