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Abstract—Businesses derive more revenue from building and 
maintaining long-term relationships with their customers. 
Therefore, it is essential to build refined strategies based on 
customer relationship management, with the purpose of 
increasing their turnover and profits while retaining their 
customers. In this context, customer segmentation, which is at the 
heart of marketing strategy, makes it possible to determine the 
answers to questions relating to the number of investments to be 
released, the marketing campaigns to be organized, and the 
development strategy to be implemented. This paper develops an 
extended RFMT (Recency, Frequency, Monetary, and 
Interpurchase Time) model, namely the RFMTS model, by 
introducing a new dimension as satisfaction ‘S’. The aim of this 
model is to analyze online consumer satisfaction over time and 
discern changes to implement customer segmentation. This 
article proposes an approach to a segmentation, by client 
clustering along the unsupervised machine learning method k-
means based on data generated using the proposed RFMTS 
model, in order to improve the customer relationship and 
develop more effective personalized marketing strategies. The 
study shows that including satisfaction to the existing RFM 
model for customer clustering has a major impact and helps 
identify customers who are satisfied and those who are not, 
unlike previous attempts to develop new RFM models. By 
ignoring the “satisfaction” indicator, what went well and what 
didn't went well cannot be understood. Consequently, the 
business loses its unsatisfied, loyal, and profitable customers and 
either fails or relies only on the satisfied ones to continue making 
profits for an indefinite period of time. 

Keywords—Customer segmentation; customer satisfaction; 
RFMT model; machine learning; k-means 

I. INTRODUCTION 
As modern economies are primarily service-based, 

businesses increasingly derive revenue from building and 
maintaining long-term relationships with their customers. The 
key to a sustainable e-commerce business is understanding 
customer characteristics for personalized marketing strategies 
[1]. In such an environment, marketing aims to maximize 
customer value [2] and satisfaction, as well as the equity that 
characterizes the sum of these for all customers of the 
company. 

This study focuses on customer segmentation based on 
behavioral data due to its availability and evaluation with 
time. RFM analysis is one of the most renowned techniques 
used to evaluate customers based on their buying behavior. 
After collecting and pretreating the data, a new model named 
RFMTS by adding a new dimension is proposed, which is 

satisfaction, to the shopping behavior characteristics. Once the 
values of the new RFMTS model are calculated, k-means the 
most well-known and widely used clustering method [3], [4] is 
applied to variables to segment customers. Finally, the 
behavior of each cluster is analyzed to derive insights and help 
retailers make the right decisions for each cluster. Grouping 
customers into different groups on one hand helps to 
understand customers’ needs [5]. On the other hand it allows a 
company to operate its subsequent segmentation in order to 
optimize its resources, as well as its sales and marketing 
efforts [6]. Furthermore, taking customer satisfaction into 
consideration helps to develop effective marketing strategies 
and reinforce customers loyalty. Customer satisfaction reflects 
the difference between the expected and perceived quality of a 
service [7]. In order to benefit from a large share of the 
market, companies try their best to reach higher levels of 
customer satisfaction, which is an important driving force for 
revenue growth [8], by improving their services [9]. The level 
of satisfaction determines whether a customer would like to 
order once again, and become loyal or leave the company 
[10]. Thus, the motivation for this study to include the 
satisfaction factor. The application of this approach is made on 
the e-commerce public dataset, which connects small 
businesses, but it can be applied to any set of data from which 
the five RFMTS variables can be extracted. 

II. RELATED WORK 

A. RFM (Recency, Frequency, Monetary) 
RFM was first developed by A. M. Hughes [11] as a 

method of analyzing customer value. Over the past few 
decades this models have become a widespread paradigm for 
behavioral segmentation [12]–[14]. RFM makes it possible to 
distinguish, at a given moment, customers according to a 
value which is determined from their time interval since the 
recording of their last order, their frequency of purchases and 
the amount spent on their purchases. 

• Recency (R): represents the value of the period between 
a customer's last purchase and current moment. A 
smaller value of recency implies that the customer 
purchase frequently. Similarly, a big value implies that 
the customer won’t make a purchase shortly. 

• Frequency (F): represents the number of purchases 
made by the customer. It is equal to the total number of 
purchases. A high value of frequency implies a high 
level of customer loyalty. 
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• Monetary value (M): represents the average value of a 
given customer's purchases. This is equal to the sum of 
all customer's purchases divided by the total number of 
purchases. A customer with a high monetary value, is a 
customer who provides high revenue to the company. 

Several publications have attempted to develop new RFM 
models, taking into account additional variables, to test 
whether they perform better than the traditional RFM model. 
For example, Yeh et al. [14] extended the RFM model, 
namely RFMTC, by adding two parameters time since first 
purchase (T) and churn probability (C). In 2012, Alvandi et al. 
and Wei et al. [15] have developed LRFM model taking into 
account the duration (L) between the first and the last 
purchase of a customer. Based on the previous model, Peker et 
al. proposed a new one (LRFMP) by including the customer 
visit period (P) [16]. In 2017, Moghaddam et al. developed a 
new RFM model, namely RFMV, by adding a variable of 
variety of products (V) [17]. In 2018, Yoseph and Heikkila 
[18] introduced purchase rate of change (C) to show the 
quantity and sign of change in customer buying behavior. In 
2021, a new parameter was introduced, the inter-purchase 
Time (T), defined as the time interval between two 
consecutive purchases by a customer in the same store or on 
the same website [1]. However, these expanded RFM models 
lack information revealing customer satisfaction ratings. In 
this regard, in this paper, RFMT model is extended as RFMTS 
model by taking satisfaction (S) into account. 

B. Customer Satisfaction 
The existence of many service providers depends heavily 

on their competitive advantage in terms of customer 
satisfaction (CS) [19]. Existing studies [20], [21] have argued 
that modeling CS is an important research topic. Fornell 
defined CS as the overall evaluation of the quality of a product 
or service by a customer based on his purchase and 
consumption experience [22]. While R. L. Oliver [23] defined 
it as a judgment of the comfort level of a product/service 
feature or the product or service itself provides (or is 
providing) satisfaction related to consumption, including 
levels of underachievement or overachievement. Customer 
satisfaction has been examined extensively in past research, 
which includes the impacts of customer satisfaction [24], [25] 
and identify the determinants of CS [20], [26]. Customer 
satisfaction has not been introduced into the extant RFM 
model for customer segmentation. This article intended to 
introduce Satisfaction into the RFMT model to create a better 
performed model, namely RFMTS. Natural language 
processing is generally used to increase knowledge concerning 
customer satisfaction [27]. In this study S is equal to the sum 
of all customer's review score divided by the total number of 
reviews, since the review score is already defined in the 
database. Let RS0 ... RSn be the review scores given by a 
customer c, thus the Sc value can be calculated as follows 
(Equation 1). 

𝑆𝑐 = ∑ 𝑅𝑆𝑖𝑛
𝑖=0
𝑛+1

              (1) 

C. Decision Making 
RFMTS model can be used to segment customers in order 

to identify which customers are satisfied, unsatisfied, active, 
promising, lost, basic, low-value purchasers, loyal high 
spenders, at risk. Understanding segments can help retails 
better tailor their products, marketing strategies and 
investments. Several combinations of R, F, M, T, S are 
possible, some canceling out in front of the others. Table I 
shows the characteristics of the segments and the actions to 
take into account when dealing with some of them. 

TABLE I. SEGMENTS CHARACTERISTICS 

Segment 
characteristics Action 

High R, High F, 
High M, Short T, 
High S 

Loyal customers: improve their value by enticing them 
to place a few more orders. Increase their loyalty by 
offering exclusive perks that only the best customers 
can access. 

High R, High F, 
High M, Short T, 
Low S 

Loyal unsatisfied customers: solve their problems as 
fast as possible, can’t lose them at any cost. 

High R, Low F, 
Low M, Short T, 
High S 

Promising customers: turn them into loyal customers 
by earning their trust, providing great service, and 
making them lives easier. 

Weak R, Low F, 
Low M, Long T, 
Low S 

Lost customers: identify their cause of dissatisfaction, 
learn from it and design campaigns to reactivate them 

High R, Low F, 
High M, Moderate 
T, High S 

Active customers: just like basic ones, keep them 
interested and active by personalizing their offers. 

Weak R, Low F, 
Moderate M, Short 
T, Hight S 

Basic customers: maximize their value by 
personalizing the offers intended for them. Take 
responsibility and offer a sincere apology if an error 
has occurred 

III. IMPLEMENTATION 

A. Data Origin 
The application of the approach presented in this article, is 

based on a dataset provided by Olist Store, the largest store in 
Brazilian markets that connects small businesses. Therefore, 
this dataset contains many purchases made between the 
periods 2016-2018 in different stores that used the Olist 
service. It is an open-source database, downloadable from the 
Kaggle site (https://www. kaggle.com), known as "Brazilian 
E-Commerce Public Dataset" and whose Fig. 1 illustrates its 
model with its different objects and their associations. In the 
application of the approach presented here, only the Payments, 
Customers, Orders and Reviews sub datasets (described by 
Tables II, III, IV and V) are used because they contain the 
variables necessary for the different variables’ calculations. 

Initially the number of rows of the Customers, Orders, 
Payments, and Reviews sub datasets is 99.441, 99.478, 99.478 
and 98.410 respectively. A first filter was performed to keep 
only the orders already concluded (order_status column) 
reducing their size to 96,478. For the customer data subset, 
after a first filtering only clients of the concluded orders were 
kept, its cardinality is no more than 93357. As for the 
payment, it had to be adapted to that of the orders with the 
same number of elements. 
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Fig. 1. The Dataset. 

TABLE II. PAYMENTS DATASET 

Column  Description 
Order_id Order id 
Payment_sequential Sequences of the payments made in case of EMI 
Payment_type Mode of payment 
Payment_installments Number of installments in case of EMI purchase 
Payment_value Total amount paid for the purchase order  

TABLE III. CUSTOMERS DATASET 

Column  Description 
Customer_id Customer id 
Customer_unique_id Unique id of the Customer 
Customer_zip_code_prefix Zip code of customer’s location 
Customer_city Customer’s City 
Customer_state Customer’s State 

TABLE IV. ORDERS DATASET 

Column  Description 
Order_id Order id 
Customer_id Customer id 
Order_status Order status.i.e shipped, delivered 
Order_purchase_timeslamp Timeslamp of the purchase 
Order_approved_at Timeslamp of the order approval 

TABLE V. REVIEWS DATASET 

Column  Description 

review_id Id of the review given on the product ordered 
by the order id. 

order_id A unique id of order made by the consumers. 

review_score review score given by the customer for each 
order on the scale of 1–5. 

review_comment_title Title of the review 

review_comment_message Review comments posted by the consumer for 
each order. 

B. Data Preparation 
Once the three sub datasets have been filtered and 

prepared, the next step is to merge them by their respective 
primary keys (customer_id, order_id) into a single dataset 
(Table VI) that will be used to generate other data including 
the CLV of each customer. However, the generation of CLVs 
which is done from the models of the Lifetimes library 
requires, as mentioned above, the application of the RFMTS 
model with the determination, for each of the 93357client its 
five variables: recency R, frequency F, monetary value M, 
regularity of purchase T (Time) and satisfaction S. 

C. Generation of Customer Data by Application of the 
RFMTS Model 
At this level, the set of data constituted above (Table VI) 

will be enriched by the generation for each customer of the 
five aforementioned factors: Recency, Frequency, Monetary, 
and Regularity of purchase and Satisfaction value. 

To be able to carry out certain calculations, it is necessary 
to specify the date during which this calculation must be 
carried out to simulate an immediate study of the transactions 
of the company. To be consistent with the initial dataset, 
August 29, 2018, is chosen as the last purchase made. As 
explained before, recency of each customer is equal to the 
period between the last purchase and August 29, 2018. 
Frequency is equal to the total number of purchases made by a 
customer. Monetary value is equal to the sum of all customer's 
purchases divided by the total number of purchases. Inter-
purchase Time is equal to the period between the last and the 
first purchase divided by the frequency. The fifth variable, 
Satisfaction (S), measures the average customer’s satisfaction 
S, it is equal to the sum of all review score divided by the total 
number of reviews given by a customer. 

Table VII presents the new configuration of the study 
dataset after the generation of R, F, M, T and S for each 
customer. 

D. Clustering Customers based on RFMTS Model 
After calculating the variables, Recency, Frequency, 

Monetary value, Inter-purchase time and satisfaction 
(Table VII), the next step is grouping the consumers based on 
the RFMTS model. For this an unsupervised Machine 
Learning method K-Means is using here. 

TABLE VI. INITIAL DATASET 

Customer 
ID Order ID 

Order 
Purchase 
Time 

Payment 
Value 

Review 
Score 

0a0a…a872 e481f…d6af7 10/2/2017 
10:56 10.11 4 

c846…84a1 9c5de…053c 10/2/2017 
10:56 18.12 4 

763c…2b93 11c17…7b62 10/2/2017 
10:56 25.59 3 

… … … … … 

9b7f…77d6 53cdb2…3451 7/24/2018 
20:41 

142.14 
 4 

455c…ba1b 4777…ec65d 8/8/2018 8:38 20.46 1 
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TABLE VII. DATA AFTER CALCULATION F,R,M,T AND S 

Customer ID R F M T S 

0a0a…a872 411.96 2 46.31 121.66 4.34 

c846…84a1 140.34 2.17 83.06 121.66 4.77 

763c…2b93 210.55 2.30 220.76 91.25 3.17 

… … … … … … 

9b7f…77d6 210.54 1.87 5675.43 170 4.05 

455c…ba1b 1350.29 2.15 130.89 320.27 1.24 

1) About K-means: As shown in Fig. 2, the k-means 
algorithm procedure is a simple and easy way to classify a 
data set through a specified number K of clusters a priori [28], 
[29]. Each cluster is characterized by its center of gravity, that 
is, its central point whose coordinates are obtained by 
calculating the average of each of the coordinates of the 
sample points assigned to the clusters. 

2) K-means customers clustering: Before using it, it was 
necessary to normalize the variables, because since it is a 
model that works with the distances of the data, the 
dimensions and magnitudes play a very important role in its 
implementation. As an example. Table VIII presents the array 
of normalized data. 

In the case of this study, the “elbow method” was used to 
indicate the number of clusters which reduces the inertia 
(proximity of points to their centroid) to a relevant point [30]. 

 
Fig. 2. K-means Clustering Algorithm. 

TABLE VIII. ARRAY OF NORMALIZED DATA 

array ([[-0.82886279, -0.84339079, -0.19094101, -0.10203975, -2.29586173], 
 [-0.80920189, -0.82379511, -0.19094101, -0.60932832, -0.06528104], 
 [ 1.96298496, 1.9391955, -0.19094101, -0.34827659, 0.67824586], 
 ..., 
 [ 2.16614759, 2.14168417, -0.19094101, -0.23223394, 0.67824586], 
 [-0.77643372, -0.79113565, -0.19094101, -0.1383473, 0.67824586], 
 [ 1.6156424 , 1.59300518, -0.19094101, -0.41310834, 0.67824586]]) 

TABLE IX. NUMBER OF CUSTOMERS PER CLUSTER 

Cluster Customer 
0  14203 
1  41730 
2 30313 
3  5167 
4  1994 

 
Fig. 3. Elbow Method. 

Fig. 3 shows that the number five is the most appropriate 
for the segmentation. With this number of clusters, the model 
was trained with the scaled database and attaches the created 
labels to the initial Table VII. 

At first glance, it can be seen from Table IX that the “0” 
cluster clearly refers to the group with the highest shopping 
users. A better visualization, of these new segments, can have 
place by using PCA to reduce the variables into two and be 
able to translate them into a scatter plot. 

K-Means model did a good job of clustering the 
customers, but from the result of the graph (Fig. 4) and the 
number of customers per cluster (Table IX), it can be noticed 
that the order of the clusters does not really represent the 
importance of the customer versus profitability. This mini 
theory can be corroborated by looking at the R, F, M, T, S of 
each cluster (Table X). 

 
Fig. 4. PCA Dataset Visualization. 

TABLE X. AVERAGE RFMTS OF EACH CLUSTER 

Cluster R F M T S 
0 212.91 2.25 204.84 273.75 3.15 
1 152.08 2.19 70 30.41 4.65 
2 395.41 2 28.33 10.34 4.51 
3 1216.66 2.05 100.85 395.41 1.51 
4 212.91 1.50 281.91 152.08 4.08 
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3) Visualisation and analysis of the result: Each cluster 
represents a segmentation of the market. To make the right 
decisions and develop efficient marketing strategies, it's 
necessary to analyze and understand the characteristics of each 
cluster. The RFMTS characteristics of each cluster are 
analyzed in this section. Table X lists the average RFMTS 
values of each cluster. Fig. 5, to Fig. 9 represent the 
distribution of the five clusters according to the respective 
distributions R, F, M, T, and S. The x axis of these figures 
represents the different clusters of customers, while the y axis 
represents the respective RFMTS values. The height of each 
rectangle is the range of y value variation, while the y value 
that lines up exactly with the line inside the rectangle 
represents the average value. The dataset used in this study 
contains 93357 customers. Fig. 10 shows the number of 
customers included in each one of the five clusters (C0, C1, 
C2, C3, and C4). Among the five clusters, cluster 0 (C0) has 
the highest percentage of the customers, equal to 44.7%, while 
cluster 4 (C4) has the lowest percentage of the customers, 
equal to 2.1%. 

Cluster 0: contained 15.2% of the total customers 
(Fig. 10). It’s characterized by a high R (7.95 months), low F 
(2.25), high M ($204,84), moderate T (9.46 months) and 
moderate S (3.15). Most customers in this cluster spend 
around $204.84. The last shopping date was around 9,46 
months ago. The average satisfaction rating is around 3,15. 
Therefore, this cluster can be labeled as an active satisfied 
group. 

 
Fig. 5. Distribution of the Five Clusters According to R. 

 
Fig. 6. Distribution of the Five Clusters According to F. 

 
Fig. 7. Distribution of the Five Clusters According to M. 

 
Fig. 8. Distribution of the Five Clusters According to T. 

 
Fig. 9. Distribution of the Five Clusters According to S. 

 
Fig. 10. Clusters Size. 
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Cluster 1: as the largest sized group, Closter 0 represents 
44,7% of all customers (Fig. 10). It’s characterized by a high 
R (5.17 months), low F (2.19), low M ($70), short T (1.17 
months) and a high S (4.65). The last purchase date was about 
5.17 months ago. Even if M is low, the satisfaction is high, 
and T is short. Therefore, cluster 0 can be considered as a 
promising satisfied group. 

Cluster 2: represents 32.5% of the total customers (Fig. 
10). This cluster is characterized by a low R (13.05 months), 
low F (2), low M ($28.33), short T (0.34 months) and a high S 
(4.51). Customers in this cluster spent an average of $28.33, 
shopped twice in a short time, and their last purchase was 
around a year ago, and gave high ratings. Therefore, cluster 2 
can be considered as the basic group. 

Cluster 3: contained 5.5% of the total customers (Fig. 10). 
It is characterized by a weak R (40.03 months), a low F (2.05), 
a moderate M ($100.85), a long T (13.05 month) and a low S 
(1.51). It is the only cluster that simultaneously had low R, F, 
and S. Even if the average expense is around $100,85, the last 
purchase in this cluster was about 40,03 months ago, and the 
satisfaction is really low. Therefore, Cluster 3 can be 
considered as lost unsatisfied group. 

Cluster 4: as the smallest sized group, cluster 4 represents 
2,1% of all customers (Fig. 10). This cluster is characterized 
by a high R (7.56 months), low F (1.50), high M ($281.91), 
moderate T (5.66) and a high S (4.08). The most recent 
shopping date was about 7.56 months ago, the average spend 
is around $281.91, and the ratings are high. For these reasons, 
this cluster can be labeled as a gold profitable group. 

Table XI represent the final table after assigning the 
corresponding cluster label to each customer. 

TABLE XI. FINAL DATASET 

Customer 
ID R F M T S Cluster 

0a0a…a872 411.96 2 46.31 121.66 4.34 Basic 

c846…84a1 140.34 2.17 83.06 121.66 4.77 Promising 
satisfied 

763c…2b93 210.55 2.30 220.76 91.25 3.17 Active 
satisfied 

… … … … … … … 

9b7f…77d6 210.54 1.87 5675.43 170 4.05 Gold 
profitable 

455c…ba1b 1350.29 2.15 130.89 320.27 1.24 Lost 
unsatisfied 

IV. DISCUSSION AND RECOMMENDATIONS 
This study is a sort of monograph on the importance of 

customer satisfaction. Its purpose is to segment customers, the 
heart of marketing strategy [31]. After pretreating the e-
commerce dataset, RFMTS values were calculated for each 
customer. K-means was then used to segment the customers 
into five clusters. Finally, a cluster analysis was conducted to 
identify the characteristics of each customer’s cluster. Cluster 
0 is regarded as the active satisfied group. C1 is the promising 
group. While C2 contains basic customers, C3 is thought to be 

a lost unsatisfied group. C4 is the gold-loyal group. Every 
company is trying its best to make their customers happy in a 
business environment that's highly competitive [32], [33]. 
Compared to previous work based on the RFMT model [1], 
the clusters obtained (lost group, promising, profitable, active 
profitable, and loyal) value the profitability of customers but 
neglect their satisfaction, which is a key factor for any 
successful and sustainable business. In turbulent markets, a 
company’s reputation largely depends on customer 
satisfaction [34]. Failing to take customer satisfaction into 
account can lead to a marketing strategy that is not in line with 
the interests of customers and therefore have a negative effect 
on the business. Even if, in the case of this study, the 
satisfaction rate is high, the company should not rest on its 
laurels because everything can change, since trade is an area 
in perpetual transformation (competition, influence, exchange 
rate). 

Finding new customers for the enterprise is essential, but 
retaining existing customers [35] can be even more important 
and profitable. Therefore, the company should develop 
marketing strategies to retain its customers. 

• Increate the trust: trust is the belief that the other party 
of the exchange will not take advantage of opportunistic 
behavior and will act in a good manner [36]. It has been 
proven that trust has an important impact on customer 
purchase intention [37] and that it’s a critical factor for 
online enterprises’ success. Keeping the promises made 
to customers is essential to increasing customer trust 
and loyalty. 

• Increase the net benefits: net benefit of online shopping 
includes both utilitarian and hedonic value [38]. It's the 
global benefits received from customers while shopping 
online. It includes enjoyment, monetary gain, delivery 
time and after sales service. 

• Improve system quality: System quality has a 
significant impact on online customer satisfaction and 
decision-making [39], [40]. System quality includes the 
elements that evaluate the performance of a website, 
website design, page loading speed, website crashing, 
interruption, flexibility, and ease of navigation between 
pages. 

• Increase customer reacquisition: customer defection is 
the decision to end a contract with a specific company 
[5], [41], [42]. Customer reacquisition provides 
companies with high economic benefits. An average 
business has a 60-70% chance of successfully reselling 
to active buyers, 20-40% to lost customers, and only a 
5-20% chance of successfully sale to new prospects 
[43]. 

V. CONCLUSION AND OUTLOOK 
Segmentation helps to identify potential customers and 

understand their needs, which increases business revenue. 
Based on the existent RFMT (i.e., Recency, Frequency, 
Monetary, and Time) model, satisfaction (S) value was added 
to create a new model called RFMTS for better customer 
segmentation. The new model created can be applied to any 
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dataset from which the 5 variables (recency, frequency, 
monetary, time, and satisfaction) can be extracted. This study 
started with a typical relational database of an e-commerce 
site and ended with a segmentation of each of its customers 
according to their purchasing behaviors and satisfaction. After 
the customers' clusters are defined, business strategies can be 
generated to improve customer relationships. 

Grouping customers into different groups based of the 
proposed RFMTS model helps decision makers identify 
market segments more clearly and thus develop more effective 
marketing and sales strategies to build customer loyalty [44]. 
This study opens the door to many outlooks, for example: 
Reinforced learning can be based on the results obtained in 
order to identify the cluster target of each type of offers. Being 
able to identify the best target for a specific offer allow the 
company to win at several levels, whether it be at the 
investment level, that the level of customer satisfaction, 
knowing that they prefer to receive that the adequate offers to 
their preferences. 
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