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Abstract—The outbreak of COVID-19 in 2019 has brought
greater international attention to emergency decision making and
management. Since emergency situations are often uncertain,
prevention and control are crucial. For better prevent and
control, according to the characteristics of emergency incidents,
the paper proposes a new form of linguistic expression trape-
zoidal Pythagorean fuzzy probabilistic linguistic variables to
express decision-making information. Next, the paper develops
the operational rules, value index and ambiguity of trapezoidal
Pythagorean fuzzy probabilistic linguistic variables. Then, the
new trapezoidal Pythagorean fuzzy probabilistic linguistic prior-
ity weighted averaging PROMETHEE approach is introduced
to aggregate the trapezoidal Pythagorean fuzzy probabilistic
linguistic information combining with preference relation. Finally,
an emergency decision making case of prevention of infec-
tious diseases analysis illustrate the necessity and effectiveness
of this method, the results of comparative and experimen-
tal analyses demonstrate that the constructed new trapezoidal
Pythagorean fuzzy probabilistic linguistic priority weighted av-
eraging PROMETHEE approach owns better performances in
terms of effectiveness and reasonability.
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I. INTRODUCTION

COVID-19 first appeared in Wuhan, China, on December
30, 2019. Due to its pandemic characteristics, long incubation
period and strong transmission capacity, COVID-19 is now
expanding globally, with more than 133.14 million people
infected worldwide as of April 5, 2021, a lot of researchers
have done a lot of research on this [1], [2], [3], [4]. This poses
a great threat to people all over the world. After the COVID-
19 incident happened, China and the international community
have paid more attention to emergency management. Hence,
how to choose an effective emergency response plan and
organize it quickly to reduce casualties and property losses
has been reconsidered by governments, public and scholars all
over the world. But in real life, all kinds of sudden events
occur frequently, and the evolution of abrupt events is often

uncertain. This may lead to multiple emergency scenarios.
Considering the urgency of emergencies and the complexity
of the matter, the emergency command department often
organizes many experts from the relevant departments, and
the expert may prefer to express their opinion by linguistic
terms, just like [5], [6], [7], [8]. For instance, the linguistic
term ”good”, ”bad” or ”very bad” can be used to express the
alternative. Due to the ambiguity and complexity of human
cognition, one issue of emergency decision making is how
to express the experts evaluations or preference information
accurately [9], [10], [11].

In several real situations, professional judgments could not
be expressed and interpreted as certain qualitative numbers;
In other words, data and certain numbers are insufficient
for modeling the real-world systems because of ambiguity
and uncertainty in the judgment of decision-makers. In pre-
vious researches on emergency management, the linguistic
term set (LTS) has been introduced into various emergency
decision-making processes, like [12], [13], [14]. Whereafter,
Xu et al.[9] applied the probabilistic linguistic term set(PLTS)
to emergency management. But the trapezoidal Pythagorean
fuzzy probabilistic linguistic term set(TrPFPLTS) has not been
applied to emergency management events so far, even the
application of PTS to emergency management is rare. In fact,
TRPFPLTS has greater flexibility and wider applicability than
other PLTS or LTS. It not only allows experts to use more than
one linguistic term to express their preference, but also reflects
the different probability of occurrence of all possible linguistic
terms. At the same time, it is more comprehensive in the
expression of fuzzy information. In this study, the paper will
select the TRPFPLTS to represent the fuzzy decision informa-
tion and uncertainty probability of the decision makers(DMs)
for the emergency event. Take prevention and control of a local
outbreak of infectious diseases as an example. When an infec-
tious disease breaks out somewhere and its source is unknown,
the emergency command department invites several experts to
assess and judge the infectious ways: population density, air
pollution index, number of parks and entertainment equipment,
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density of restaurants, density of cultural and educational
centers. In different cases, the proportion of influencing factors
is different, for that reason it is very necessary to introduce
TRPFPLTS to represent the real situation and the behavior of
DMs.

It is unlikely that a single expert will consider all as-
pects of infectious disease control. Multiple attribute group
decision making (MAGDM) is to find a collective solution
to a decision-making problem in which a group of experts
express their opinions regarding multiple alternatives. However
even in a friendly environment, a lot of differences across the
expert group are generated inevitably, and greatly discordant
opinions are aggregated and this may lead to an intermediate
opinion with which no expert totally agrees. In MAGDM,
the information provided by the experts has different forms.
Because of the nature of infectious diseases, it is difficult
for emergency response authorities to provide an accurate
assessment and determine the route of transmission among the
many influencing factors. Therefore, in order to determine the
cause of the outbreak of the infectious disease, we introduced
a preference relationship(PR) to make a pairwise comparison
of the influencing factors. Because linguistic variables are the
natural expressions of DMs, researchers often use linguistic
preference relations(LPR) to express DMs’ subjective prefer-
ences. Herrera et al. [15], Liu et al. [16], Liu. p et al. [17]
and Dong[18] respectively apply the LPR to multi-attribute
group decision making(MAGDM). Due to the neglect of the
probabilistic nature of linguistic terms in DMs’s judgment,
the linguistic preference relation has some limitations. Hence
Zhang et al. [19], [20], Alonso et al. [21], Wang et al. [22] put
forward different probabilistic language preference relations
respectively and applied them to different fields.

It’s important to find proper way to aggregate the PRs.
So far, various formats of aggregation approach have been
put forward to aggregate decision making preferences. Due to
the increasing complexity of social problems, more and more
researchers are using PROMETHEE approach to provide solu-
tions for DMs through priority relationships, which is based on
pairwise comparisons between alternatives. The PROMETHEE
method is extremely useful in complex decision making pro-
cesses, especially real world MAGDM problems involving
human perception and subjective judgment of experts. It is
worth noting that the PROMETHEE method has considerable
advantages when collaboration among specialists are restricted
by their distinct fields of expertise. The PROMETHEE method
is a robust decision making approach since it determines the
relative merits of alternatives by comparing them in pairs,
rather than ranking all of them directly. This approach can
avoid the round off error which may occur during data nor-
malization. Lolli et al. [23] defined the elicitation of criteria
weights in PROMETHEE based ranking methods. Gul et al.
[24] propoesed a fuzzy logic based PROMETHEE method for
material selection problems.

From the previous research, with the diversity, complexity
of the MAGDM problem, although a lot of researches on the
PRs at this stage, there are still many defects:

(1) They are limited in their depiction of each person’s
point of view, using only a single linguistic term to express an
evaluation of an object. It can be seen that due to the limited
knowledge and the complexity of reality, people often carry

out the evaluation with a certain degree of uncertainty. For
example, one may use ”very good”, ”good”, ”somewhat good”
to describe the quality of a product, rather than simply “good”
or “bad”.

(2) They did not fully take into account the poor structural
of the information itself, and only considers the fuzziness of
the MAGDM problem. Therefore, the paper have made several
innovations on the basis of previous studies.

(3) When a simple aggregation operator aggregates group
decision information, it retains less information and loses the
original information, which seriously leads to the loss of fuzzy
information.

Based on the above investigation, we’ve improved and
expanded on previous methods. This paper makes significant
contributions on the probabilistic linguistic MAGDM prob-
lems:

(1) The paper proposes a new form of linguistic expression
trapezoidal Pythagorean fuzzy probabilistic linguistic variables
(TrPFPLVs) and trapezoidal Pythagorean fuzzy probabilis-
tic linguistic preference relations (TrPFPLPRs) to express
decision-making information.

(2) The paper develop the operational rules, value index and
ambiguity index of trapezoidal Pythagorean fuzzy probabilistic
linguistic variables (TrPFPLVs).

(3) The paper introduce the new trapezoidal Pythagorean
fuzzy probabilistic linguistic priority weight(TrPFPLPW)
PROMETHEE approach to aggregate the trapezoidal
Pythagorean fuzzy probabilistic linguistic information.

The remainder of this paper is organized as follows. Section
2 reviews the concept of linguistic term sets, probabilistic
linguistic term set and probabilistic linguistic preference re-
lationship. Section 3 proposes the TrPFPLVs and TrPFPLPRs
to express the MAGDM information, and proposed the oper-
ations and operational rules of TrPFPLVs. Section 4 develops
TrPFPLPWA-PROMETHEE approach to aggregate the trape-
zoidal Pythagorean fuzzy probabilistic linguistic information.
An emergency decision making model is introduced in Section
5. Section 6 presents a case study: prevention of infectious
diseases. The paper ends with some concluding remarks in
Section 7.

Xiao yue

June 28, 2022

II. PRELIMINARIES

This section present some basic definitions to facilitate our
presentation.

A. The Linguistic Term Sets

A linguistic value is less precise than a number, however
it is closer to human cognitive process. Therefore it is used to
solve uncertain problems successfully. The LTSs are used to
express the DMs’s opinion over the considered objects, which
is initial and totally ordered. It can be defined as follows [25]:
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Definition 1. Suppose that S = {si|i = −τ, ...,−1, 0, 1, ..., τ}
be a pre-established finite and totally ordered discrete linguis-
tic term set, where si denotes the ith linguistic value of S and
τ represents the cardinality of S.

In which si < sj iff i < j. Usually, in these cases, it is
often required that the linguistic term set satisfies the following
additional characteristics [26], [28], [27], [29]:

(1) There is the negation operator, Neg(s̃i) = sj , j =
τ − i+ 1.

(2) The maximum operator:Max(si, sj) = si if si ≥ sj .
(3) The minimum operator:Min(si, sj) = si if si ≤ sj .

Example 1. The set of nine terms S could be given as
follows[30], [31]:

S = {s−4 = extremely bad(EB), s−3 = very bad(V B),
s−2 = bad(B), s−1 = little bad(LB), s0 = general(G),
s1 = little good(LG), s2 = good(G), s3 = extremely
good(EG), s4 = perfect(P )},

B. Probabilistic Linguistic Term Sets

In LTSs, each linguistic term value is equally important
by default while ignoring the preference information in group
decision making. Then Pang et al. [32] defined the PLTS to
solve this problem.

Definition 2. Let S = {si|i = −τ, ...,−1, 0, 1, ..., τ} be a
LTS, the PLTS can be defined as:

L(p) = {L(k)(P (k))|L(k) ∈ S, P (k) ≥ 0, k = 1, 2, ...,#L(p),
(1)

and
#L(p)∑
l=k

P (k) ≤ 1} (2)

where L(k)(P (k)) denotes the kth linguistic term L(k)

with the probability P (k), and #L(p) is the number of
linguistic terms in L(p). For the PLTS L(p), let pN(k) =

p(k)/
∑#L(p)

k=1 P (k)(k = 1, 2, ...,#L(p)), then get the normal-
ized PLTS (NPLTS), denoted as L(p)N = {LN(k)(pN(k))|k =
1, 2, ...,#L(p)}. The PLTS is composed of the linguistic terms
and the corresponding probabilities rather than the linguistic
terms only. To be concise, the elements in the PLTS, i,e.,
L(k)(p(k))(k = 1, 2, ...,#L(p)), are called probabilistic lin-
guistic elements (PLEs).

To conduct computation, some operations are defined[32]:

(1) L(p)1 ⊕ L(p)2 = {L(k3)
3 p

(k3)
3 |k3 = 1, ...,#L(p)3},

where L
(k3)
3 = L

(k1)
1 ⊕ L

(k2)
2 , p

(k3)
3 = p

(k1)
1 p

(k2)
2 (k1 =

1, ...,#L(p)1; k2 = 1, ...,#L(p)2);

(2) λL(p)1 = {λL(k1)
1 p

(k1)
1 |k1 = 1, ...,#L(p)1}.

The operational laws related to the linguistic terms in PLTS
satisfy[30]:

(1) sα ⊕ sβ = sα+β , , where λ ∈ [0, 1];

(2) neg(sα) = s−α, especially, neg(s0) = s0.

(3) λsα = sλα

C. Probabilistic Linguistic Preference Relations

In many MAGDM problems, the experts use the PLTSs
to express their preference degrees of one alternative over
another. The preference relation with the PLTSs is called
PLPR. For a finite set of alternatives X = x1, x2, . . . , xn(n ≥
2), the PLPR is defined on the linguistic evaluation scale
S = {sα|α = −τ, ...,−1, 0, 1, ..., τ}.

Definition 3. [33]. Given a PLPR B = (L(p)ij)n×n ⊂ X×X
, L(p)ij indicates the preference degrees of the alternative
xi over xj and L(p)ij satisfies the following conditions: (1)
p
(k)
ij = pkji, L

(k)
ij = neg(L

(k)
ji ),L(p)ii = {s0(1)} = {s0},

#L(p)ij = #L(p)ji; (2)Lk
ijp

k
ij ̸= L

(k+1)
ij p

(k+1)
ij for i ̸=

j,Lk
jip

k
ji ≥ L

(k+1)
ji p

(k+1)
ji for i ≥ j.

III. TRAPEZOIDAL PYTHAGOREAN FUZZY
PROBABILISTIC LINGUISTIC VARIABLES AND

TRAPEZOIDAL PYTHAGOREAN FUZZY PROBABILISTIC
LINGUISTIC PREFERENCE RELATIONS

In this part, TrPFPLVs and PPLPRs are introduced.

A. Trapezoidal Pythagorean Fuzzy Probabilistic Linguistic
Variables

In order to describe the uncertain , complexity and poor
structural probabilistic linguistic information more accurately
and completely, the paper propose TrPFPLVs to express mak-
ing decision information.

Definition 4. Let t̂k = ([sφt̃k
];µt̃k

(xk), νt̃k(xk); pt̃k) for
all k = 1, 2, ..., n be a PFPLVs, where sφt̃k

represents a
possible value for a linguistic label, If sφt̃k

= s(αk,βk,γk,θk),
that is t̂k = ([s(αk,βk,γk,θk)];µt̃k

(xk), νt̃k(xk); pt̃k) be the
TrPFPLV. If sφt̃k

= s(αk,βk,γk,θk) and βk = γk, which is
triangle Pythagorean fuzzy probabilistic variables(TPFPVs).
µt̃k

(xk) and νt̃k(xk) represent the degrees of membership and
nonmembership respectively, and satisfy 0 ≤ µt̃k

(xk) ≤ 1 ,
0 ≤ νt̃k(xk) ≤ 1 and 0 ≤ µ2

t̃k
(xk) + ν2

t̃k
(xk) ≤ 1. π2

t̃k
(xk) =

1− µ2
t̃k
(xk)− ν2

t̃k
(xk) is interpreted as indeterminacy degree

or a hesitancy degree. pr̃k) indicates the degree of certainty
of his/her preference for the decision problem.

Such as his/her preference can be expressed as
([ŝ3];µr̃k(xk), νr̃k(xk); 0.5), it can be interpreted as he/she is
50% sure that the alternative is bad in comparison with other
alternative.

if a decision maker prefers the alternative, he/she will
use “positive” linguistic labels, such as “bad” or “little bad”,
to describe his/her degree of preference. Different “positive”
linguistic labels reflect different preference degrees of the
DMs. Inspired by [34], [31], the TrPFPLVs set of nine terms
T can be given follows:

www.ijacsa.thesai.org 836 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 13, No. 6, 2022

T̂ = {t̂1 = ([s0, s1, s2, s3];µt̃k
(xk), νt̃k(xk); pt̃k)

= extremely bad(EB),
t̂2 = ([s1, s2, s3, s4];µt̃k

(xk), νt̃k(xk); pt̃k)
= very bad(V B),

t̂3 = ([s2, s3, s4, s5];µt̃k
(xk), νt̃k(xk); pt̃k)

= bad(B),
t̂4 = ([s3, s4, s5, s6];µt̃k

(xk), νt̃k(xk); pt̃k)
= little bad(LB),

t̂5 = ([s4, s5, s6, s7];µt̃k
(xk), νt̃k(xk); pt̃k)

= general(G),
t̂6 = ([s5, s6, s7, s8];µt̃k

(xk), νt̃k(xk); pt̃k)
= little good(LG),

t̂7 = ([s6, s7, s8, s9];µt̃k
(xk), νt̃k(xk); pt̃k)

= good(G),
t̂8 = ([s7, s7, s9, s9];µt̃k

(xk), νt̃k(xk); pt̃k)
= extremely good(EG),

t̂9 = ([s8, s9, s9, s9];µt̃k
(xk), νt̃k(xk); pt̃k)

= perfect(P )}

Inspired by Xian’s work [35], the paper further propose
operational laws for TrPFPLVs to facilitate the calculation.

Definition 5. Let T̂ = (t̂1, t̂2, ..., t̂n) be the set of all
TrPFPLVs, and t̂1 = ([sα1 , sβ1 , sγ1 , sθ1 ];µt̂1

, νt̂1 ; pt̂1),
t̂2 = ([sα2

, sβ2
, sγ2

, sθ2 ];µt̂2
, νt̂2 ; pt̂2), t̂ =

([sα, sβ , sγ , sθ];µt̂, νt̂; pt̂) ∈ Ŝ. λ, λ1, λ2 ∈ [0, 1], their
operational laws and properties are defined as follow:

(1) t̂1 ⊕ t̂2 = ([sα1+α2 , sβ1+β2 , sγ1+γ2 , sθ1+θ2 ];√
µt̂1

2 + µt̂2
2 − µt̂1

2µt̂2
2, νt̂1νt̂2 ; pt̂1pt̂2);

(2) λ⊙ t̂ = ([sλα, sλβ , sλγ , sλθ];
√
1− (1− µt̂

2)λ, νλ
t̂
; pt̂);

(3) t̂1 ⊕ t̂2 = t̂2 ⊕ t̂1; t̂1 ⊗ t̂2 = t̂2 ⊗ t̂1;

(4) λ⊙ (t̂1 ⊕ t̂2) = λ⊙ t̂1 ⊕ λ⊙ t̂2;

(5) (λ1 + λ2)⊙ t̂ = λ1 ⊙ t̂⊕ λ2 ⊙ t̂.

In order to rank alternatives, it is necessary to consider
how to compare two TrPFPLVs. Pang et al. [32] defined
the comparison between PLTSs, Xian et al. [35] defined the
concepts of the compare the TrPFLVs, but there is some
set of information can not be compared by the TrPFPVs.
Consequently we put forward a method to compare multiple
TrPFPVs. In order to do so, in the following, we define the
score of TrPFPVs:

Definition 6. Suppose Let t̂k = ([sφr̃k
];µr̃k(xk), νr̃k(xk); pr̃k)

for all k = 1, 2, ..., n be a TrPFPLVs, the value index of
TrPFPVs are defined as:

Lµi
(φ+(Ai)) = (m1αi +m2βi +m3γi +m4θi)µi(φ

+(Ai))
(3)

Lνi
(φ+(Ai)) = (m1αi +m2βi +m3γi +m4θi)νi(φ

+(Ai))
(4)

Lµi
(φ−(Ai)) = (m1αi +m2βi +m3γi +m4θi)µi(φ

−(Ai))
(5)

Lνi
(φ−(Ai)) = (m1αi +m2βi +m3γi +m4θi)νi(φ

−(Ai))
(6)

Pµi
(φ+(Ai)) = (−m1αi−m2βi+m3γi+m4θi)µi(φ

+(Ai))p(Ai)
(7)

Pνi
(φ+(Ai)) = (−m1αi−m2βi+m3γi+m4θi)νi(φ

+(Ai))p(Ai)
(8)

Pµi(φ
−(Ai)) = (−m1αi−m2βi+m3γi+m4θi)µi(φ

−(Ai))p(Ai)
(9)

Pνi(φ
−(Ai)) = (−m1αi−m2βi+m3γi+m4θi)νi(φ

−(Ai))p(Ai)
(10)

where m1,m2,m3,m4 ∈ [0, 1] , m1+m2+m3+m4 = 1.
The value of m1,m2,m3,m4 is different and they depend on
the degree of preference of the DMs for MAGDM problems.
φ+(Ai) and φ−(Ai) are respectively trapezoidal Pythagorean
fuzzy positive dominant flow and trapezoidal Pythagorean
fuzzy negative dominant flow, they are introduced in Section 4,
which will not be repeated here.

On the basic of the concept of Definition 6, a method
compare between two TrPFPLVs is introduced in detail.

Definition 7. Let t̂k = ([sα, sβ , sγ , sθ];µr̃, νr̃; pr̃),
t̂1 = ([sα1

, sβ1
, sγ1

, sθ1 ];µr̃1 , νr̃1 ; pr̃1), t̂2 =
([sα2

, sβ2
, sγ2

, sθ2 ];µr̃2 , νr̃2 ; pr̃2) be any three TrPFPLVs.

E(φ+(Ai)) = ρiLµi
(φ+(Ai)) + (1− ρi)Lνi

(φ+(Ai)) (11)

E(φ−(Ai)) = ρiLµi
(φ−(Ai)) + (1− ρi)Lνi

(φ−(Ai)) (12)

E(φ(Ai)) =
E(φ+(Ai))

E(φ+(Ai)) + E(φ−(Ai))
(13)

P (φ+(Ai)) = ρiPµi(φ
+(Ai)) + (1− ρi)Pνi(φ

+(Ai)) (14)

P (φ−(Ai)) = ρiPµi(φ
−(Ai)) + (1− ρi)Pνi(φ

−(Ai)) (15)

P (φ(Ai)) =
P (φ+(Ai))

P (φ+(Ai)) + P (φ−(Ai))
(16)

Where ρi is a parameter used to demonstrate the different
degrees between two alternatives, ρi ∈ [0, 1]. Then the paper
have

(1) If E(φ(A1)) < E(φ(A2)), then A1 is smaller than A2,
denoted by A1 < A2.

(2) If E(φ(A1)) = E(φ(A2)), then:

(a)If P (φ(A1)) < P (φ(A2)), then A1 is smaller than A2,
denoted by A1 < A2.

(b) If P (φ(A1)) = P (φ(A2)), then A1 and A2 represent
the same information, denoted by A1 ∼ A2.

Example 2. If φ+(A1) =
([s3.3, s3.9, s4.3, s4.75]; 0.8329, 0.1000; 0.0039),
φ−(A1) = ([s1.5, s2.05, s2.65, s3.25]; 0.8944, 0.1861; 0.0059),
φ+(A2) = ([s2.35, s2.85, s3.4, s3.95]; 0.8456, 0.1414; 0.0020),
φ−(A2) = ([s2.45, s3.05, s3.55, s4.1]; 0.8372, 0.1414; 0.0013),
be four TrPFPLVs, Though Definition 6 , we can get

Lµ1
(φ+(A1)) = 3.2418, Lν1

(φ+(A1)) = 0.4108,
Lµ1

(φ−(A1)) = 2.1093, Lν1
(φ−(A1)) = 0.4389,

Lµ2
(φ+(A2)) = 2.6495, Lν2

(φ+(A2)) = 0.4430,
Lµ2

(φ−(A2)) = 2.7557, Lν2
(φ−(A2)) = 0.4654,
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Then though Definition 7, we can get E(φ+(A1)) =
0.9770 , E(φ−(A1)) = 0.7730

E(φ+(A2)) = 0.8843 , E(φ−(A2)) = 0.9235,

E(φ(A1)) = 0.5583 and E(φ(A2)) = 0.4892, we can
clearly see that 0.5583 > 0.4892, that is to say E(φ(A1)) >
E(φ(A2)).

B. Trapezoidal Pythagorean Fuzzy Probabilistic Linguistic
Preference Relations

In the actual decision-making process, the DMs usually
need to express their preference information through pairwise
comparison. Because of the ambiguity of information and the
incomplete understanding of the preference degree between
any pair of alternatives, the DMs can not give the exact mem-
bership degree of the preference information. On the basis of
Zhang et al. [33], the paper defined the trapezoidal Pythagorean
fuzzy probabilistic linguistic preference relations(TrPFPLPRs).

Definition 8. A Trapezoidal Pythagorean fuzzy probabilistic
linguistic preference relations (TrPFPLPRs) on the set X =
x1, x2, . . . , xn is represented by a matrix R̃ = (r̃ij)n×n,
where t̂k = r̃ij = ([sφr̃ij

];µr̃ij (xij), νr̃ij (xij); pr̃ij ) for all
i, j, k = 1, 2, ..., n, where µr̃ij (xij) denotes the degree to
which the object xi is preferred to the object xj , νr̃ij (xij)
indicates the degree to which the object xi is not preferred
to the object xj , and πr̃ij (xij) = 1 − µ2

r̃ij
(xij) − ν2r̃ij (xij)

is interpreted as indeterminacy degree or a hesitancy degree,
where sφr̃ij

represents a possible value for a linguistic label,
if a decision maker prefers A to B, he/she will use “positive”
linguistic labels, such as “good” or “little good”, to express
his/her preference. Different “positive” linguistic labels reflect
different preference degrees of the DMs. pr̃ij represents the
credibility of sφr̃ij

given by the experts when evaluating
alternatives and sφr̃ij

= s(αi,βi,γi,θi) .

For convenience, let t̂k = r̃ij =< [sφr̃ij
];µij , νij ; pij > is

TrPFPLVs, with the conditions:
S = {sφr̃ij

|φr̃ij = −τ, ...,−1, 0, 1, ..., τ}
µij , νij ∈ [0, 1], µji, νji ∈ [0, 1], µij = νji, µii = νii =

√
0.5,

π2
ij = 1− µ2

ij − ν2ij
pij ∈ [0, 1], pij = pji

(17)

where the for all i, j = 1, 2, ..., n. Specially, the TrPF-
PLPR, in which each TrPFPLTS is normalized, is called
the normalized TrPFPLPR (NTrPFPLPR), denoted as R̃N =
(r̃Nij )n×n.

Remark 1.

(1) If neglect the linguistic sφr̃ij
and pr̃ij , that is R̃ =

(r̃ij)n×n = (t̂k)n×n = (µr̃ij (xij), νr̃ij (xij))n×n, we can get
trapezoidal Pythagorean fuzzy preference relations (TrPFPRs).

(2) If 0 ≤ µr̃ij (xij) + νr̃ij (xij) ≤ 1, we can get trapezoidal
fuzzy probabilistic linguistic preference relations (TrFPLPRs).

(3) If neglect the linguistic sφr̃ij
and pr̃ij , 0 ≤ µr̃ij (xij) +

νr̃ij (xij) ≤ 1 , we can get intuitionistic fuzzy preference
relations (IFPRs).

(4) If neglect the probabilistic linguistic term set pr̃ij , we
can get trapezoidal Pythagorean fuzzy linguistic preference
relations (TrPFLPRs).

IV. TRAPEZOIDAL PYTHAGOREAN FUZZY
PROBABILISTIC LINGUISTIC PRIORITY WEIGHTED

AVERAGING PROMETHEE APPROACH

In this part, we propose trapezoidal Pythagorean
fuzzy probabilistic linguistic priority weighted averaging
PROMETHEE (TrPFPLPWA-PROMETHEE) approach. In
dealing with trapezoidal Pythagorean fuzzy probabilistic lin-
guistic making decision problems, it is not enough for tra-
ditional aggregation approach to consider only the fuzziness
of preference, but it is very important to consider the fuzzy
weight among attributes for poor structural making decision
problems, so that we develop the TrPFPLPWA-PROMETHEE
approach.

A. Trapezoidal Pythagorean Fuzzy Probabilistic Linguistic
Priority Weighted Averaging PROMETHEE

The PROMETHEE method is a classic method to deal
with making decision problems. The PROMETHEE method
is a sorting method based on levels above relationships. By
defining the priority function, it can judge the degree of
superiority between alternative according to the difference
between the attribute values of each alternative. The value of
the priority function is 0 ∼ 1, the smaller the function value
is, the smaller the priority degree between the two schemes
under the same attribute, and the larger the function value
is, the greater the priority degree between the two schemes
under the same attribute. It not only considers the fuzzy
preference among alternatives, but also considers the weight
among attributes. At present, many scholars have done a lot
of research on the PROMETHEE, for instance, Le Teno et
al.[36]. Therefore in this part, we develop the TrPFPLPWA-
PROMETHEE approach.

Definition 9. Let t̂k = r̃ij =
([sφr̃ij

];µr̃ij (xij), νr̃ij (xij); pr̃ij ) for all i, j, k = 1, 2, ..., n,
then we can get TrPFPLPWA-PROMETHEE approach:

φ+(Ai) =
1

m− 1
⊕m

k=1,k ̸=i r(Ai, Ak) =
1

m− 1
⊕m

k=1,k ̸=i rik

(18)

φ−(Ai) =
1

m− 1
⊕m

k=1,k ̸=i r(Ak, Ai) =
1

m− 1
⊕m

k=1,k ̸=i rki

(19)

where

r(Ak, Ai) = ⊕n
j=1(wj ⊕ r

(j)
ik ) ={

[s n∑
i=1

ωjαi

, s n∑
i=1

ωjβi

, s n∑
i=1

ωjγi

, s n∑
i=1

ωjθi
];

√√√√1−
n∏

j=1

(1− µ
2(j)
ik )wj ,

n∏
j=1

ν
wj(j)
ik ; p

(j)
i p

(j)
k

}
(20)

and φ+(Ai) is a trapezoidal Pythagorean fuzzy positive
dominant flow, the larger φ+(Ai) is, the higher Ai is relative
to other alternatives. φ−(Ai) is a trapezoidal Pythagorean
fuzzy negative dominant flow, the smaller φ−(Ai) is, and the
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TABLE I. PREFERENCE RELATIONS OF THE EXPERT 1

A1 A2 A3 A4 A5

A1 − ([s3]; 0.7, 0.6; 0.8) ([s4]; 0.7, 0.2; 0.9) ([s−1]; 0.6, 0.3; 0.4) ([s2]; 0.8, 0.3; 0.6)
A2 ([s−3]; 0.6, 0.7; 0.8) − ([s3]; 0.6, 0.3; 0.7) ([s1]; 0.5, 0.4; 0.4) ([s−2]; 0.5, 0.4; 0.5)
A3 ([s−4]; 0.2, 0.7; 0.9) ([s−3]; 0.3, 0.6; 0.7) − ([s−1]; 0.8, 0.5; 0.6) ([s2]; 0.6, 0.4; 0.8)
A4 ([s1]; 0.3, 0.6; 0.4) ([s−1]; 0.4, 0.5; 0.4) ([s1]; 0.5, 0.8; 0.6) − ([s3]; 0.7, 0.2; 0.4)
A5 ([s−2]; 0.3, 0.8; 0.6) ([s2]; 0.4, 0.5; 0.5) ([s−2]; 0.4, 0.6; 0.8) ([s−3]; 0.2, 0.7; 0.4) −

TABLE II. PREFERENCE RELATIONS OF THE EXPERT 2

A1 A2 A3 A4 A5

A1 − ([s1]; 0.8, 0.5; 0.7) ([s2]; 0.4, 0.6; 0.8) ([s0]; 0.1, 0.8; 0.4) ([s4]; 0.6, 0.7; 0.6)
A2 ([s−1]; 0.5, 0.8; 0.7) − ([s−4]; 0.6, 0.3; 0.7) ([s3]; 0.5, 0.7; 0.3) ([s−1]; 0.4, 0.6; 0.6)
A3 ([s−2]; 0.6, 0.4; 0.8) ([s4]; 0.3, 0.6; 0.7) − ([s2]; 0.4, 0.7; 0.6) ([s1]; 0.5, 0.4; 0.7)
A4 ([s0]; 0.8, 0.1; 0.4) ([s−3]; 0.7, 0.5; 0.3) ([s−2]; 0.7, 0.4; 0.6) − ([s−3]; 0.2, 0.7; 0.4)
A5 ([s−4]; 0.7, 0.6; 0.6) ([s1]; 0.6, 0.4; 0.6) ([s−1]; 0.4, 0.5; 0.7) ([s3]; 0.7, 0.2; 0.4) −

TABLE III. PREFERENCE RELATIONS OF THE EXPERT 3

A1 A2 A3 A4 A5

A1 − ([s2]; 0.6, 0.6; 0.6) ([s0]; 0.7, 0.4; 0.7) ([s−3]; 0.7, 0.8; 0.5) ([s4]; 0.9, 0.4; 0.8)
A2 ([s−2]; 0.6, 0.6; 0.9) − ([s−1]; 0.5, 0.3; 0.8) ([s2]; 0.9, 0.9; 0.7) ([s4]; 0.3, 0.8; 0.4)
A3 ([s0]; 0.4, 0.7; 0.7) ([s1]; 0.3, 0.5; 0.8) − ([s3]; 0.6, 0.7; 0.7) ([s−3]; 0.4, 0.8; 0.8)
A4 ([s3]; 0.8, 0.7; 0.5) ([s−2]; 0.9, 0.9; 0.7) ([s−3]; 0.7, 0.6; 0.7) − ([s−2]; 0.6, 0.3; 0.7)
A5 ([s−4]; 0.4, 0.9; 0.8) ([s−4]; 0.8, 0.3; 0.4) ([s3]; 0.8, 0.4; 0.8) ([s2]; 0.3, 0.6; 0.7) −

TABLE IV. DECISION MATRIX OF THE ATTRIBUTES (1)

A1 A2

A1 − ([s3.6, s4.2, s4.6, s5.2]; 0.8072, 0.1800; 0.3360)
A2 ([s1.2, s1.8, s2.4, s3]; 0.8887, 0.3360; 0.5040) −
A3 ([s1.2, s1.8, s2.4, s3]; 0.9360, 0.1960; 0.5040) ([s2.8, s3.4, s3.8, s4.2]; 0.9721, 0.1800; 0.3920)
A4 ([s3.2, s3.6, s4.2, s4.8]; 0.8075, 0.0420; 0.0800) ([s1.2, s1.8, s2.4, s3]; 0.7756, 0.2250; 0.0840)
A5 ([s0.4, s1, s1.6, s2.2]; 0.9101, 0.4320; 0.2880) ([s2.2, s2.8, s3.4, s4]; 0.8485, 0.0600; 0.1200)

smaller the possibility that other alternatives are better than
Ai is. Thus, φ+(Ai) and φ−(Ai) can be used to determine
the level between alternatives, pi and pj can be interpreted as
he/she is pi or pj sure that the alternative is bad in comparison
with other alternative.

Theorem 1. Let t̂k = r̃ij =
([sφr̃ij

];µr̃ij (xij), νr̃ij (xij); pr̃ij ) ∈ T̂ (i, j, k = 1, 2, ..., n) be
a collection of TrPFPLVs , the trapezoidal Pythagorean fuzzy
positive dominant flow and trapezoidal Pythagorean fuzzy
negative dominant flow are also TrPFPLV by Definition 9.

φ+(Ai) =
1

m− 1
⊕m

k=1,k ̸=i r(Ai, Ak) (21)

φ−(Ai) =
1

m− 1
⊕m

k=1,k ̸=i r(Ak, Ai) (22)

where r(Ai, Ak) =

{
[s n∑

i=1
ωjαi

, s n∑
i=1

ωjβi

, s n∑
i=1

ωjγi

, s n∑
i=1

ωjθi
];

√√√√1−
n∏

j=1

(1− µ
2(j)
ik )wj ,

n∏
j=1

ν
wj(j)
ik ; p

(j)
i p

(j)
k

}
(23)

r(Ak, Ai) =

{
[s n∑

i=1
ωjαk

, s n∑
i=1

ωjβk

, s n∑
i=1

ωjγk

, s n∑
i=1

ωjθk
];

√√√√1−
n∏

j=1

(1− µ
2(j)
ki )wj ,

n∏
j=1

ν
wj(j)
ki ; p

(j)
k p

(j)
i

}
(24)

Proof 1. According to Definition 5, we can get first result. In
the next, we only prove the above formula by using mathemat-
ical induction on n.

For n = 2, since t̂1 = ([sα1
, sβ1

, sγ1
, sθ1 ];µt̂1

, νt̂1), t̂2 =
([sα2 , sβ2 , sγ2 , sθ2 ];µt̂2

, νt̂2),

then

⊕m
k=1,k ̸=ir(A1, A2) = ω1 ⊙ ŝ1 + ω2 ⊙ ŝ2 =

([sω1α1+ω2α2 , sω1β1+ω2β2 , sω1γ1+ω2γ2 , sω1θ1+ϖ2θ2 ];√
1− (1− µ1

2)ω1(1− µ2
2)ω2 , ν1

ω1ν2
ω2)

Suppose that, if Eq 20-23 holds for n = k, k ∈ N , that is

⊕k
i=1ωi ⊙ t̂i = ([s k∑

i=1
ωiαi

, s k∑
i=1

ωiβi

, s k∑
i=1

ωiγi

, s k∑
i=1

ωiθi
];√

1−
k∏

i=1

(1− µt̂i
2)ωi ,

k∏
i=1

νt̂i
ωi).

Then, according to the operational laws of Definition 5,
when n = k + 1, we have
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TABLE V. DECISION MATRIX OF THE ATTRIBUTES (2)

A3 A4

A1 ([s3.6, s4.2, s4.6, s5]; 0.8589, 0.0480; 0.5040) ([s1.6, s2.2, s2.8, s3.4]; 0.8932, 0.1920; 0.0800)
A2 ([s2, s2.4, s3, s3.6]; 0.8888, 0.0270; 0.3920) ([s3.6, s4, s4.6, s5.2]; 0.7996, 0.2520; 0.0840)
A3 − ([s3.2, s3.6, s4.2, s4.8]; 0.8485, 0.0245; 0.2520)
A4 ([s1.6, s2.2, s2.8, s3.4]; 0.8492, 0.1920; 0.2520) −
A5 ([s2.4, s2.8, s3.4, s4]; 0.8719, 0.1200; 0.4480) ([s2.8, s3.2, s3.8, s4.4]; 0.9223, 0.0840; 0.1960)

TABLE VI. DECISION MATRIX OF THE ATTRIBUTES (3)

A5

A1 ([s4.4, s5, s5.2, s5.4]; 0.7314, 0.0840; 0.2880)
A2 ([s2.6, s3.2, s3.6, s4]; 0.9459, 0.1920; 0.1200)
A3 ([s2.4, s3, s3.6, s4.2]; 0.9132, 0.1280; 0.4480)
A4 ([s2, s2.4, s3, s3.6]; 0.8904, 0.0420; 0.1120)
A5 −

TABLE VII. TRAPEZOIDAL PYTHAGOREAN FUZZY DOMINANT FLOW

φ+(Ai) φ−(Ai)
A1 ([s3.3, s3.9, s4.3, s4.75]; 0.8329, 0.1000; 0.0039) ([s1.5, s2.05, s2.65, s3.25]; 0.8944, 0.1861; 0.0059)
A2 ([s2.35, s2.85, s3.4, s3.95]; 0.8456, 0.1414; 0.0020) ([s2.45, s3.05, s3.55, s4.1], 0.8372, 0.1414; 0.0013)
A3 ([s2.4, s2.95, s3.5, s4.05]; 0.8981, 0.1000; 0.0223) ([s2.4, s2.9, s3.45, s4], 0.6424, 0.1000; 0.0002)
A4 ([s2, s2.5, s3.1, s3.86]; 0.6424, 0.1000; 0.0002) ([s2.8, s3.25, s3.85, s4.45], 0.8196, 0.1000; 0.0003)
A5 ([s1.95, s2.45, s3.05, s3.65]; 0.8456, 0.1189; 0.0030) ([s2.8, s3.25, s3.85, s4.45], 0.8456, 0.1000; 0.0003)

TABLE VIII. VALUE INDEX OF Ai

Lµi
(φ+(Ai)) Lνi

(φ+(Ai)) Lµi
(φ−(Ai)) Lνi

(φ−(Ai))
A1 3.2418 0.4108 2.1093 0.4389
A2 2.6495 0.4430 2.7557 0.4654
A3 2.9864 0.3225 2.0450 0.3183
A4 1.8266 0.2843 2.9301 0.3575
A5 2.3394 0.3290 3.0230 0.3575

ω1 ⊙ t̂1 ⊕ ω2 ⊙ t̂2 ⊕ ...⊕ ωk ⊙ t̂k ⊕ ωk+1 ⊙ t̂k+1

= ([s k∑
i=1

ωiαi

, s k∑
i=1

ωiβi

, s k∑
i=1

ωiγi

, s k∑
i=1

ωiθi
];√

1−
k∏

i=1

(1− µt̂i
2)ωi ,

k∏
i=1

νt̂i
ωi)

⊕([sωk+1αk+1
, sωk+1βk+1

, sωk+1γk+1
, sωk+1θk+1

],√
1− (1− µ2

k+1)
ωk+1 , νk+1

ωk+1)

= ([sk+1∑
i=1

ωiαi

, sk+1∑
i=1

ωiβi

, sk+1∑
i=1

ωiγi

, sk+1∑
i=1

ωiθi

];√
1−

k+1∏
i=1

(1− µt̂i
2)ωi ,

k+1∏
i=1

νt̂i
ωi).

We can see ⊕m
k=1,k ̸=ir(Ai, Ak) is still a TrPFPLV, because

φ+(Ai) =
1

m− 1
⊕m

k=1,k ̸=i r(Ai, Ak)

φ−(Ai) =
1

m− 1
⊕m

k=1,k ̸=i r(Ak, Ai)

Then the aggregating value by TrPFPLPWA-PROMETHEE
approach φ+(Ai) and φ−(Ai) is still a TrPFPLV.

Theorem 2. (Commutativity) (t̂∗1, t̂
∗
2, ..., t̂

∗
n) is any permutation

of the TrPFPLVs vector (t̂1, t̂2, ..., t̂n), then TrPFPLPWA−
PROMETHEE(t̂∗1, t̂

∗
2, ..., t̂

∗
n) =

TrPFPLPWA− PROMETHEE(t̂1, t̂2, ..., t̂n) (25)
Proof 2. Let

TrPFPLPWA−PROMETHEE(t̂∗1, t̂
∗
2, ..., t̂

∗
n) =

1

m− 1
⊕n

i=1ωi⊙t̂∗i

TrPFPLPWA−PROMETHEE(t̂1, t̂2, ..., t̂n) =
1

m− 1
⊕n

i=1ωi⊙t̂i

Since (t̂∗1, t̂
∗
2, ..., t̂

∗
n) is any permutation of (t̂1, t̂2, ..., t̂n), then we have

t̂∗i = t̂i for all i(i = 1, 2, ..., n). Consequently

TrPFPLPWA− PROMETHEE(t̂∗1, t̂
∗
2, ..., t̂

∗
n)

= TrPFPLPWA− PROMETHEE(t̂1, t̂2, ..., t̂n)

Theorem 3. (Idempotency) If t̂i, t̂ ∈ T̂ , and t̂i = t̂ for all i(i =
1, 2, ..., n), where t̂ = ([sα, sβ , sγ , sθ];

√
1− (1− µt̂

2), νt̂),
then

TrPFPLPWA−PROMETHEE(t̂1, t̂2, ..., t̂n) =
1

m− 1
⊙t̂

Proof 3. Since t̂i = t̂ for all i(i = 1, 2, ..., n), let

TrPFPLPWA − PROMETHEE(t̂1, t̂2, ..., t̂n) =
1

m−1 ⊙ ω1 ⊙ t̂1 ⊗ ω2 ⊙ t̂2 ⊗ ...⊗ ωn ⊙ t̂n
= 1

m−1 ⊙ ω1 ⊙ t̂⊗ ω2 ⊙ t̂⊗ ...⊗ ωn ⊙ t̂

= 1
m−1 ⊙ (ω1 + ω2 + ...+ ωn)⊙ t̂.

According to and
∑n

i=1 ωi = 1, we have (ω1+ω2+...+ωn)⊙t̂

= ([s n∑
i=1

ωiα
, s n∑

i=1
ωiβ

, s n∑
i=1

ωiγ
, s n∑

i=1
ωiθ

];
√

1−
∏n

i=1(1− νt̂)
ωi ,

∏n
i=1 ν

ωi

t̂
)

= ([sα, sβ , sγ , sθ];

√
1− (1− µt̂)

n∑
i=1

ωi

, ν

n∑
i=1

ωi

t̂
)

= ([sα, sβ , sγ , sθ];
√

1− (1− µt̂
2), νt̂)

= t̂.

Hence, TrPFPLPWA − PROMETHEE(µ1, s1, ..., µn, s) =
1

m−1
⊙ t̂.
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TABLE IX. VALUE INDEX OF Ai

E(φ+(A1)) E(φ−(A1))
A1 0.9770 0.7730
A2 0.8843 0.9235
A3 0.8552 0.6636
A4 0.5928 0.8720
A5 0.7311 0.8906

TABLE X. RANKING RESULTS OF Ai

E(φ(A1))
A1 0.5583
A2 0.4892
A3 0.5631
A4 0.4047
A5 0.4508

TABLE XI. RANKING RESULTS BY AGGREGATE METHOD

TrPFLECOWA TrPFLECOWMD
A1 2.6756 0.0005
A2 2.2082 0.0003
A3 2.4536 0.0043
A4 1.5181 0.0001
A5 1.9373 0.0002

Theorem 4. (Monotonicity) Let (t̂∗1, ..., t̂
∗
n) and (t̂1, ..., t̂n) are

two TrPFPLVs vector, if t̂i < t̂∗i for all i(i = 1, 2, ..., n), then

TrPFPLPWA− PROMETHEE(t̂1, ..., t̂n)

< TrPFPLPWA− PROMETHEE(t̂∗1, ..., t̂
∗
n) (26)

Proof 4. Let TrPFPLPWA −
PROMETHEE(t̂∗1, ..., t̂

∗
n) =

1
m−1 ⊕n

i=1 ωi ⊙ t̂∗i
= 1

m−1⊙t̂∗a TrPFPLPWA−PROMETHEE(t̂1, ..., t̂n) =
1

m−1

⊕n
i=1 ωi ⊙ t̂i = 1

m−1 ⊙ t̂a Since t̂i < t̂∗i for all
i(i = 1, 2, ..., n), it follows that t̂a < t̂∗a, i = 1, 2, ..., n.
Then TrPFPLPWA − PROMETHEE(t̂1, ..., t̂n) <
TrPFPLPWA− PROMETHEE(t̂∗1, ..., t̂

∗
n).

Theorem 5. (Boundedness) Let t̂m = min
i
(t̂1, t̂2, ..., t̂n), t̂M =

max
i

(t̂1, t̂2, ..., t̂n), then

1
m−1⊙t̂m ≤ TrPFPLPW−PROMETHEE(t̂1, ..., t̂n)

≤ 1

m− 1
⊙ t̂M (27)

Proof 5. Since t̂m ≤ t̂i ≤ t̂M for all i = (i = 1, 2, ..., n) and
n∑

i=1

ωi = 1, according to Theorem 1-4, we have

TrPFPLPWA − PROMETHEE(t̂1, ..., t̂n) =
1

m−1 ⊙⊕n
i=1ωi ⊙ t̂i

≥ 1
m−1⊙ω1⊙t̂m⊕ω2⊙t̂m⊕...⊕ωn⊙t̂m = 1

m−1⊙(
n∑

i=1

ωi)⊙t̂m

= 1
m−1 ⊙ (ω1 + ω2 + ...+ ωn)t̂m

= 1
m−1 ⊙ t̂m.

T rPFPLPWA − PROMETHEE(t̂1, ..., t̂n) =
1

m−1 ⊙⊕n
i=1ωi ⊙ t̂i

≤ 1
m−1 ⊙ ω1 ⊙ t̂M ⊕ ω2 ⊙ t̂M ⊕ ... ⊕ ωn ⊙ t̂M =

1
m−1 ⊙ (

n∑
i=1

ωi)⊙ t̂M

= 1
m−1 ⊙ (ω1 + ω2 + ...+ ωn)t̂m

= 1
m−1 ⊙ t̂M .

Consequently 1
m−1 ⊙ t̂m ≤ TrPFPLPWA −

PROMETHEE(t̂1, ..., t̂n) ≤ 1
m−1 ⊙ t̂M .

Remark 2. Let (t̂1, t̂2, ..., t̂n) be a collection of the TrPFPLVs
and W = (ω1, ω2, ..., ωn)

T be the weighting vector of the

TrPFPLPWA-PROMETHEE with ωi ∈ [0, 1],
n∑

i=1

ωi = 1. Thus,

(1) If W = (ω1, ω2, ..., ωn)
T = ( 1n ,

1
n , ...,

1
n )

T , then
we get the TrPFPLPA-PROMETHEE approach as follows:
TrPFPLPA−PROMETHEE(t̂1, ..., t̂n) =

1
m−1⊕

n
i=1

1
n⊙

t̂i
= 1

m−1 ⊙ ([s
1
n

n∑
i=1

αi

, s
1
n

n∑
i=1

βi

, s
1
n

n∑
i=1

γi

, s
1
n

n∑
i=1

θi
],√

1− [
∏n

i=1(1− µt̂i
2)]

1
n , (

n∑
i=1

νt̂i)
1
n ).

(2) If W = (ω1, ω2, ..., ωn) = (1, 0, ..., 0)T , then
TrPFPLPA−PROMETHEE(t̂1, ..., t̂n) =

1
m−1⊙max

i
t̂i.

(3) If W = (ω1, ω2, ..., ωn) = (0, 0, ..., 1)T , then
TrPFPLPA−PROMETHEE(t̂1, ..., t̂n) =

1
m−1⊙min

i
t̂i.

(4) If ωi = 1, ωj = 0, i ̸= j, then TrPFPLPA −
PROMETHEE(t̂1, ..., t̂n) = 1

m−1 ⊙ t̂ai
, where t̂ai

is the
ith largest of µt̂i

.

Remark 3. Let t̂k = r̃ij = ([sφr̃ij
];µt̃ij

(xij), νt̃ij (xij); pt̃ij )

be TrPFPLSs, if 0 ≤ µt̂(xi)+νt̂(xi) ≤ 1, we can get TrIFPLSs.

Remark 4. Let ŝ = ([sαi , sβi , sγi , sθi ];µt̂i
, νt̂i) be the

TrPFLV, if sβi = sγi , we have triangle Pythagorean fuzzy
probabilistic linguistic variables (TPFPLVs).

Remark 5. If t̂k = r̃ij = ([sφt̃ij
];µt̃ij

(xij), νt̃ij (xij)) be
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TrPFLSs, we have trapezoidal Pythagorean fuzzy linguistic
variables (TrPFLVs).

Remark 6. If t̂k = r̃ij = (µr̃ij (xij), νr̃ij (xij); pr̃ij ) be
PFPLSs, we have Pythagorean fuzzy probabilistic linguistic
variables(PFPLVs).

Remark 7. If t̂k = r̃ij = ([sφr̃ij
]; pr̃ij ) is a linguistic

sets (LSs), if sφr̃ij
= sαi

, sβi
, sγi

, sθi ; we have trapezoidal
probabilistic linguistic sets (TrPLSs).

V. AN EMERGENCY DECISION MAKING MODEL IN THE
POOR STRUCTURAL’S TRAPEZOIDAL PYTHAGOREAN
FUZZY PROBABILISTIC LINGUISTIC ENVIRONMENT

Step 1. In an emergency decision making problem , there
are l alternatives X = x1, x2, ..., xl and q attributes A =
A1, A2, ..., Aq , whose weight vector is W = (ω1, ω2, ..., ωq)

be the set of attributes, where the
q∑

i=1

ωi = 1. Let E =

e1, e2, ..., em be the set of decision makers.

R(z) =


r̂
(z)
11 r̂

(z)
12 ...... r̂

(z)
1q

r̂
(z)
21 r̂

(z)
22 ...... r̂

(z)
2q

. . ...... .

. . ...... .

. . ...... .

r̂
(z)
l1 r̂

(z)
l2 ...... r̂

(z)
lq


where r̂

(z)
ij = ([sα.sβ , sγ , sθ];µt̂ij

, νt̂ij ; pij) be a TrPFPLV,
and µr̃ij , νs̃ij , pij ∈ [0, 1], 0 ≤ (µt̃ij

)2 + (νt̃ij )
2 ≤ 1.

r̂
(z)
ij = ([sα.sβ , sγ , sθ];µr̂ij , νr̂ij ; pij) represents expert z’s

preference for attribute xi in attribute xj .

Step 2. By formula (19): r(Ak, Ai) = ⊕n
j=1(wj ⊕ r

(j)
ik ) ={

[s n∑
i=1

ωjαi

, s n∑
i=1

ωjβi

, s n∑
i=1

ωjγi

,

s n∑
i=1

ωjθi
];
√
1−

∏n
j=1(1− µ

2(j)
ik )wj ,

∏n
j=1 ν

wj(j)
ik ; p

(j)
i p

(j)
k

}
to obtain the collective overall preference TrPFPLV
and construct the TrPFPLPR matrices of the attributes
T (z) = (t̂

(z)
ij )l×l:

T (z) =


t̂
(z)
11 t̂

(z)
12 ...... t̂

(z)
1l

t̂
(z)
21 t̂

(z)
22 ...... t̂

(z)
2l

. . ...... .

. . ...... .

. . ...... .

t̂
(z)
l1 t̂

(z)
l2 ...... t̂

(z)
ll


where t̂

(z)
pn = ([sα.sβ , sγ , sθ];µr̂pn , νr̂pn ; ppn) be a TrPFPLV,

and t̂
(z)
pn represents the degree to which attribute Ap is superior

to attribute An

Step 3. By Definition 9, further calculate trapezoidal
Pythagorean fuzzy positive dominant flow and trapezoidal
Pythagorean fuzzy negative dominant flow.

φ+(Ai) =
1

m− 1
⊕m

k=1,k ̸=i r(Ai, Ak) =
1

m− 1
⊕m

k=1,k ̸=i rik

φ−(Ai) =
1

m− 1
⊕m

k=1,k ̸=i r(Ak, Ai) =
1

m− 1
⊕m

k=1,k ̸=i rki

Step 4. Calculate Lµi
(φ+(Ai)), Lνi

(φ+(Ai)),
Lµi

(φ−(Ai)), Lνi
(φ−(Ai)) by Definition 6.

Step 5. CalculateE(φ+(Ai)) and E(φ−(Ai)) by Definition
7.

Step 6. Finally, we can calculate E(φ(Ai)) to obtain the
ranking results by Definition 7.

VI. CASE STUDY: APPLICATION TO PREVENTION OF
INFECTIOUS DISEASES

In this section , we apply the above method to an ap-
plication in emergency decision support for the prevention
of infectious diseases to illustrate the proposed method, and
supplies some discussions about the results. In late December
2019, the outbreak of COVID-19 in Wuhan, China, brought
global attention to infectious diseases. An epidemic of infec-
tious diseases appears somewhere and is difficult to control.
To address the problem, the local health organization invited
five experts(e1, e2, e3, e4) to make decisions on population
density(A1), air pollution index(A2), number of parks and en-
tertainment equipment(A3), density of restaurants(A4), density
of cultural and educational centers(A5) in a certain area to
prevent and control the spread the disease.

Step 1. The experts made a decision based on the factors
that might affect the infectious disease and established a
decision matrix, as shown in Table I to Table III:

Step 2. Constructing the matrix by formula (7), and
supposed ω1 = (0.2), ω2 = (0.2), ω3 = (0.2), ω4 = (0.2),
ω5 = (0.2), the decision matrix of the attributes which is
shown in Tables IV, V and VI:

Step 3. Calculate trapezoidal Pythagorean fuzzy positive
dominant flow and trapezoidal Pythagorean fuzzy negative
dominant flow:

φ+(A1) =
1

m−1 ⊕
m
k=1,k ̸=i r(A1, Ak) =

1
m−1 ⊕

m
k=1,k ̸=i r1k

= 1
5−1 ∗ {([s3.6, s4.2, s4.6, s5.2]; 0.8072, 0.1800; 0.3360) ⊕

([s3.6, s4.2, s4.6, s5]; 0.8589, 0.0480; 0.0.5040)
⊕ ([s1.6, s2.2, s2.8, s3.4]; 0.8932, 0.1920; 0.0800) ⊕
([s4.4, s5, s5.2, s5.4]; 0.7314, 0.0840; 0.2880)}
= ([s3.3, s3.9, s4.3, s4.75]; 0.8329, 0.1000; 0.0039)

φ−(A1) =
1

m−1 ⊕
m
k=1,k ̸=i r(Ak, A1) =

1
m−1 ⊕

m
k=1,k ̸=i rk1

= 1
5−1 ∗ {([s1.2, s1.8, s2.4, s3]; 0.8887, 0.3360; 0.5040) ⊕

([s1.2, s1.8, s2.4, s3]; 0.9360, 0.1960; 0.5040)
⊕ ([s3.2, s3.6, s4.2, s4.8]; 0.8075, 0.0420; 0.0800) ⊕
([s0.4, s1, s1.6, s2.2]; 0.9101, 0.4320; 0.2880)}
= ([s1.5, s2.05, s2.65, s3.25]; 0.8944, 0.1861; 0.0059)

Similarly, we can get

φ+(A2) == ([s2.35, s2.85, s3.4, s3.95]; 0.8456, 0.1414; 0.0020)

φ−(A2) == ([s2.45, s3.05, s3.55, s4.1], 0.8372, 0.1414; 0.0013)

φ+(A3) = ([s2.4, s2.95, s3.5, s4.05]; 0.8981, 0.1000; 0.0223)

φ−(A3) = ([s2.4, s2.9, s3.45, s4], 0.8099, 0.1000; 0.0223)
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φ+(A4) = ([s2, s2.5, s3.1, s3.86]; 0.6424, 0.1000; 0.0002)

φ−(A4) = ([s2.8, s3.25, s3.85, s4.45], 0.8196, 0.1000; 0.0003)

φ+(A5) = ([s1.95, s2.45, s3.05, s3.65]; 0.8456, 0.1189; 0.0030)

φ−(A5) = ([s2.8, s3.25, s3.85, s4.45], 0.8456, 0.1000; 0.0003)

Hence, the trapezoidal Pythagorean fuzzy dominant flow
can be shown in Table VII.

Step 4. Calculate Lµi(φ
+(Ai)), Lνi(φ

+(Ai)),
Lµi(φ

−(Ai)), Lνi(φ
−(Ai)) by Definition 6, which is

shown in Table VIII.

Step 5. CalculateE(φ+(Ai)) and E(φ−(Ai)) by Definition
9.

Therefore, Value index of Ai is shown in Table IX.

Step 6. Finally, we can calculate E(φ(Ai)) to obtain the
ranking results by Definition 9.

Obviously, from Table X, the ranking order is shown as

A3 > A1 > A2 > A5 > A4

We can see that the third influencing -number of parks and
entertainment equipment-is the biggest for infectious diseases.
the second is the effect of population density. Thus it can
be seen that the prevention and control of infectious diseases
should be prioritized from the park recreation facilities. Under
certain control, then start from the population mobility, because
of the high population density.

To illustrate the rationality of our proposed approach in
dealing with emergent decision problems, some comparative
analysis is performed for the above example if we use the
aggregate method shown in Table XI.

The results calculated by different methods are shown in
the Fig. 1.

Fig. 1. Ranking Results

We can obtain A1 > A3 > A2 > A5 > A4 by
TrPFLECOWA and A3 > A1 > A2 > A5 > A4 by
TrPFLECOWMD. It can be seen from the results that the
influencing factors A1, A3 of infectious diseases have different
order. The reason is that some information is lost in the fuzzy
linguistic environment due to indeterminacy, the relationship
between influencing factors is ignored, and the occurrence
probability of each influencing factor is not considered in

the emergency situation. It is difficult for experts to make
reasonable evaluation when making uncertain decisions in
emergency situations, hence it is very important to introduce
probability language in the poor structural’s emergency de-
cisions. Compared with other decision making methods, this
paper proposed method has the following advantages:

(1) The TrPFPLVs can describe the fuzzy probability
language and its probability, and it is reasonable to make
decision in the uncertain environment of emergency.

(2) The TrPFPLPWA-PROMETHEE approach mainly con-
siders the deviation measure between alternatives or attributes,
hence it can deal with the decision information with incomplete
structure. It is more malleable and applicable in the poor
structural’s emergency decisions.

VII. CONCLUSION

The existing methods are limited and defective in terms
of tackling MAGDM problems with TrPFPLVs. In addition,
the researches on the aggregate operator for TrPFPLV are
blank. The aim of this paper is to solve these problems. The
case analysis show that the new decision-making approach can
not only derive the ideal alternative efficiently, but conquer
demerits of the existing methods. The contributions of this
paper are summarized in the following:

(1) Compared with trapezoidal Pythagorean fuzzy lin-
guistic variables in [37], [38], [39], [40], [41], a finer vari-
able has been introduced to deal with complex decision-
making environment, a new form of linguistic expression
trapezoidal Pythagorean fuzzy probabilistic linguistic variables
(TrPFPLVs) have been presented to express decision-making
information.

(2) Compared with fuzzy linguistic weight averaging op-
erator in [30], [31], [37], [35] , a more complete operator
has been introduced to aggregate the trapezoidal Pythagorean
fuzzy probabilistic linguistic information, which is the new
trapezoidal Pythagorean fuzzy probabilistic linguistic priority
weight averaging (TrPFPLPWA) PROMETHEE approach.

(3) Relying on trapezoidal Pythagorean fuzzy probabilistic
linguistic variables, this paper develop the operational rules,
value index and ambiguity index of trapezoidal Pythagorean
fuzzy probabilistic linguistic variables (TrPFPLVs).

In future studies, the TrPFPLPWA-PROMETHEE ap-
proach shall further combine with different decision-making
models and extend the applications of the proposed method to
other domains.
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