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Abstract—The popularity of social media has led to a sub-
stantial increase of data. The task of fake news detection is
very important, because the authenticity of posts cannot be
guaranteed. In recent years, fake news detection combining multi-
modal information such as images and videos has attracted
wide attention from scholars. However, the majority of research
work only focuses on the fusion of multi-modal information,
while neglecting the role of external evidences. To address this
challenge, this paper proposes a fake news detection method
based on multi-modal and multi-task learning. When learning the
representation of the news posts, this paper models the interaction
between images and texts in posts and external evidences through
a multi-level attention mechanism, and uses evidence veracity
classification as an auxiliary task, so as to improve the task of
fake news detection. Authors conduct comprehensive experiments
on a public dataset, and demonstrate that the proposed method
outperforms several state-of-the-art baselines. The ablation exper-
iment proves the effectiveness of the auxiliary task of evidence
veracity in fake news detection.

Keywords—Multi-modal fake news; multi-task learning; exter-
nal evidences; multi-level attention mechanism

I. INTRODUCTION

Social media is an important platform for people to share
and obtain information, and has become an indispensable part
of people’s daily life. But at the same time, the characteristics
of easy access and manipulation of social media information
also promote the proliferation of fake news. Fake news on
social media not only affects public opinion, but also does
serious harm to the economy [1], politics [2], public health
[3] and society. Therefore, fake news detection has become an
important research issue.

The purpose of fake news detection is to automatically
determine whether the statements in news posts are true or
false. Some news posts contain videos or images besides
words, which are more attractive and deceptive than textual
news [4]. According to statistics, the average forwarding times
of posts containing images are about 11 times that of posts
without images [5]. Multi-modal fake news usually contains
some distorted or confusing images [6]. As shown in Fig. 1,
the upper image is obviously processed by tools, while the
image in the lower is a misleading image that is inconsistent
with the text.

Recent works have made lots of attempts on multi-modal
fake news detection [7]. Some researches simply combine tex-
tual features with visual features to obtain multi-modal features
[8]. Wang et al. [9] use Text-CNN and VGG-19 to extract text
and image features respectively, and then simply concatenate
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" Claim: A subway stop after Hurricane Sandy.
Image: ai LI 4

Image-related Evidence:
1. Sharks in flooded subway stop. Label: FALSE
2. There are no sharks in the subway. Label: TURE

] Claim: Malaysia Plane(MH-370) Has Been Found.
Image:

Image-related Evidence:
1. Flight 1549 crash investigation. Label: TRUE
2. Video of the crash of Flight MH370. Label: FALSE

Fig. 1. Two Examples of Multi-Modal Fake News. The Claim is the Text
Information of Multi-Modal News, the Image is the Visual Information
Contained in the Multi-Modal News, and the Evidence is the Web Pages
Extracted from Google.

them to classify the news. Sing et al. [10] manually design
textual and visual features from four dimensions: content,
organization, emotion and manipulation, and then concatenate
them to detect fake news. In order to capture the interactions of
multi-modal features, Wu et al. [11] stack multiple co-attention
layers to fuse the multi-modal features. Qi et al. [12] extract
three kinds of text-image correlations to capture multi-modal
clues. However, the above methods only use the information
of the news itself and neglect the use of external evidence.

To this end, this paper proposes a fake news detection
method via Multi-modal and Multi-task Learning (MML).
Different from previous studies, the classification of evidence
veracity is used as an auxiliary task of fake news detection.
MML first extracts the features of the image by a multi-layer
CNN model, and then obtains evidence representations through
claim-evidence correlation representation learning. Finally, the
representations of image and image-related evidence are fused
through the co-attention mechanism. Specifically, this paper
jointly trains fake news detection and evidence classification,
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the two tasks share the representation of evidence.
The main contributions of the paper are as follows:

1) This paper proposes an end-to-end neural network to
detect multi-modal fake news on social media by simultane-
ously learning the deep correlations between the image, claim
and the evidence.

2) This paper extracts the image-related evidence and
improves the performance of fake news detection through a
multi-task learning framework.

3) Authors design detailed experiments to prove the effec-
tiveness of the proposed model, and verify the effectiveness of
multi-modal learning and multi-task learning in this task.

The remaining sections of the paper are structured as
follows: Section II introduces the literature survey in the
field of fake news detection and multi-task learning. After
that, Section III explains the methodology. Then, Section IV
describes the results and discussion followed by Section V
conclusion and future enhancements.

II. LITERATURE SURVEY

This section briefly summarizes the existing work in the
field of fake news detection and multi-task learning.

A. Fake News Detection

For news that only contains texts, besides the text informa-
tion, the propagation structure of news on social networks is
commonly used to detect fake news. Liu et al. [13] presented
a kernel graph attention network, which performed more fine-
grained fact verification based on kernel-based attentions.
Zhong et al. [14] applied semantic role labeling to parse
each evidence sentence and established links between argu-
ments to build a graph structure for information detection.
Different from the graph structure constructed in the above
methods, Ma et al. [15] and Bian et al. [16] modelled the
propagation of posts on the Weibo platform by tree structures.
Some researchers have different opinions about the research
direction of fake news. They think it is very important to
study the interpretability of fake news detection. Shu et al.
[17] developed a joint attention graph to capture the top K
interpretable sentences and user comments. Wu et al. [18]
proposed a dual-view model based on collective cognition and
individual cognition for interpretative claim verification.

While for multi-modal news, various methods have been
proposed to utilize the multi-modal information and detect fake
news. Vo et al. [19] proposed to use images as a supplement
to news content, and used text matching layer and visual
matching layer to detect text and images respectively. Jin et
al. [20] treated each image or video as a topic and used the
credibility of these topics as a new feature to detect fake news.
However, a key problem with using multi-modal information
for fake news detection is that the multi-modal information
usually comes from another real event, and the content seems
to correspond to the text in the fake news. At this point,
although the image itself is real, it does not actually match the
text content. The above methods ignore this problem and do
not fully integrate text and multimedia content. Based on this,
Wu et al. [11] proposed a joint multi-modal attention network

Vol. 13, No. 7, 2022

to integrate the text features and visual features of fake news.
Qi et al. [12] captured the correlation between text features and
visual features by extracting three kinds of text-image features.
However, these methods ignore the use of external evidence.
Wen et al. [21] leveraged the semantic similarity between news
and external evidence to capture the mismatch between text
content and multi-modal information. However, this method
did not fuse the physical features of image. To overcome the
above limitations, this paper proposes a method to capture the
physical features of image, and learns the deep correlations
between the image, claim and the evidence.

B. Multi-Task Learning

Multi-task learning refers to the joint learning of related
tasks that share representation information, so that these tasks
can achieve better results than training a single task. In recent
years, multi-task learning has been proved to be effective in
various NLP tasks, including fake news detection. Kochkina et
al. [22] constructed a multi-task learning framework consisting
of three tasks: veracity classification, stance classification and
rumor detection. The proposed method was represented by
a shared LSTM layer (hard parameter sharing), followed by
many task-specific layers. Ma et al. [23] jointly modelled
rumor detection and stance classification by using two RNN-
based architectures with shared layers. Wu et al. [24] explored
a sharing layer of gate mechanism and attention mechanism,
which can selectively capture valuable sharing features for fake
news detection and stance detection. Li at al. [25] proposed
a neural network model for multi-task learning of rumor
detection and stance classification, including a shared layer
and two task-specific layers. However, all the above multi-
task learning methods are based on the joint training of fake
news detection and stance detection. To the best of author’s
knowledge, this paper makes the first attempt to jointly model
fake news detection and evidence veracity classification in
multi-task learning.

III. METHODOLOGY
A. Overview

This paper proposes a Multi-modal and Multi-task Learn-
ing method for fake news detection (MML). As shown in
Fig. 2, the proposed model mainly contains three parts: visual
representation learning, textual representation learning, and
fake news classification.

The problem definition is as follows. Suppose that P =
(p1,-.-,pn) is a set of multi-modal news posts from social
media, the text in the news is denoted as a claim C; where
je[l,n]. B; = {el,e?,... e} is a set of evidence for news
p;, composed of the titles of web pages searched from Google.
Given a news post p; and the corresponding evidence set F;,
the main task aims to predict whether p; is a fake news based
on its multi-modal representation learned from MML. For the
task of evidence veracity classification, in the training stage,
this paper uses the label of evidence to learn the representation
of evidence and shares it with the main task.

B. Visual Representation Learning

Since the fake-news images are often re-compressed im-
ages or tampered images, they are different from real-news
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Fig. 2 Illustration of the Proposed Model MML.

images in frequency domain, which are usually periodic.
Inspired by Qi et al. [26], the discrete cosine transform (DCT)
is first used to transform the image in the news post from
spatial domain to frequency domain, to obtain 64 hisograms,
which can be represented by 64 vectors Vj, Vi, ..., Vg3 with
a fixed size. After that, this paper feeds each vector to the
multi-layer CNN model consisting of three convolution blocks
and a fully connected layer, where each convolution block
contains a one-dimensional convolution layer and a max-
pooling layer. Finally, a fully connected layer with ReLU
activation function (denoted as “Fc” in Fig. 2) is added to
get the feature representation of image R,.

C. Textual Representation Learning

To capture the correlations of the semantics and visual
information of the news posts, MML extracts image related
web pages from Google to serve as the evidence of the claim.
At the same time, in order to make a selection of evidence,
MML uses the evidence veracity classification task to assist
the fake news detection task. In this part, the claim and the
evidence are first fed into a BERT-based encoder, then through
the evidence veracity classification task, the importance of ev-
idence is learned. Finally, the textual representation is learned
based on the co-attention of claim and the evidence.

1) Claim and Evidence Encoder: This paper uses BERT
to obtain the representations of claim and its corresponding
m related evidences. The BERT model is a bidirectional
coding representation model based on the transformer structure
proposed by Devlin et al. [27]. Compared with the traditional
Recurrent Neural Network (RNN) and Long Short-Term Mem-
ory networks (LSTM) used for NLP tasks, the transformer
structure is more powerful in encoding texts. It consists of
six encoder-decoders stacked with the same structure. Each

encoder consists of two sub-layers, i.e., a feedforward layer
and a multi-head attention layer, and each decoder consists of
three sub-layers: a feedforward layer, a multi-head attention
layer and a masked multi-head attention layer. In addition, add
and normalization functions are added to each sub-layer. The
BERT model achieves better performance in existing models
by stacking twelve-layer Transformer Encoders.

Given a claim C and a set of evidences F =
{e1,ea,..., ey} corresponding to the claim, BERT model is
used to generate the representations of the claim and each
evidence:

R. = BERT(C) (1)

h; = BERT (e;) )

where e; is the j-th evidence corresponding to the claim
C. Next, the total evidence representation H is obtained by
concatenating the representation of each evidence:

H=h&h @ @ hn 3

where m represents the number of evidence corresponding
to the claim C.

2) Evidence Veracity Classification: Since there are a lot
of web pages searched from Google, it is of great significance
for fake news detection that how to find the “useful evidences”
and make use of them. Taking the evidence representation
H as input, the Transformer encoder is used to capture
the correlations of evidences, and a Multi-layer Perceptron
(MLP) is used to classify the evidence into three pre-defined
categories: True, False and Unverified.
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The objective of evidence veracity classification task is to
minimize the cross-entropy loss function:

Lo==Y glogpi @)
=1

where p; denotes predicted probability of evidence ¢, g;
refers to the ground-truth label of evidence i. By classifying
the veracity of evidences, this paper can use transformer to
learn the correlations of evidences and share it with the fake
news detection task.

3) Evidence Selection and Representation: After obtaining
the weighted evidence representations from the auxiliary task,
this paper uses attention mechanism to select important ev-
idences related to the claim. Given the claim representation
R. and evidence representation {hq,hs,...,h;,}, this paper
concatenates claim representation with each evidence repre-
sentation:

a; = R.® hj 5)

where h; is the j-th evidence representation corresponding
to claim.

This paper performs a linear and a softmax to calculate the
attention score between the claim and the j-th evidence, and
gains the evidence weighted representation based on claim-
evidence attention R.:

exp(a;WT +b) ©)
o = :
’ > jexp(a;WT +b)

Rez[a1~h1,... .,Ozm‘hm] (7)

,Otj'hj,..

where W7 denotes the weight matrix and b is the bias
term, «; is the attention score between the j-th evidence and
the claim.

D. Fake News Classification

Given the visual representation and the textual represen-
tation, this paper uses a co-attention block to fuse the image
representation R, and image-related evidence representation
R, and obtains R’. The structure of the co-attention block is
as follows:

R=R.+ MHA(R., Ry, R,) 8)
R = R+ FFN(R) )

This paper feeds R’ into a MLP layer to predict whether
the news post is fake or not. The loss function of this part £,
is as follows:

L= lyi#log(@i) + (1 — i) xlog(1 —5)]  (10)

K2

where y; denotes the ground-truth label of post ¢ and g,
indicates the predicted probability of being fake news.

The overall objective function consists of two parts: evi-
dence classification loss and news classification loss. Accord-
ing to Equations 4 and 10, the objective function of MML can
be defined as:

['final :)\£e+£n (11)
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where L. denotes the evidence classification loss, £,, rep-
resents the news classification loss, and A is a hyperparameter
used to balance these two losses.

IV. EXPERIMENTAL RESULTS AND DISCUSSION

In this section, authors conduct experiments to evaluate the
effectiveness of the proposed MML. Specifically, the section
aims to answer the following research questions: EQ1: Can
MML improve the performance of multi-modal fake news de-
tection? EQ2: Are visual representation and multi-task learning
useful for fake news detection task? If so, how much can it
improve? EQ3: Is MML model sensitive to different parameter
settings?

A. Dataset

Authors evaluate the proposed MML model on the CCMR
dataset, which is a multimedia fake news verification dataset
with 17 events in total [21]. The dataset consists of 15,629
tweets with multimedia information, 4,625 webpages from
Google and 2,506 webpages from Baidu that share similar
multimedia content. Among them, this paper only uses the
tweets and webpages from Google in the dataset to perform
the experiment. Table I shows the statistical information of the
CCMR dataset.

B. Baseline Methods

This section compares the proposed MML model with the
following state-of-the-art methods:

1) SpotFake+: Singhal et al. [28] build a multi-modal
fake news detection method based on transfer learning. The
model extracts the features of text and image respectively, and
then feeds the feature vectors to a fully connected layer for
classification.

2) IDM-FND: Singhal et al. [29] develop a fake news
detection framework based on inter-modality inconsistency.
Firstly, the framework captures the relationship (inconsistency)
among various components in news articles. Then, the features
of text and image features are extracted and concatenated to
detect fake news.

3) MVNN: Qi et al. [26] propose a multi-domain visual
neural network framework, which extracts and fuses the fea-
tures of frequency domain and pixel domain of images to
detect fake news.

4) MCAN: Wu et al. [11] propose a multi-modal co-
attention network to fuse the features of textual and visual
features. Firstly, the network uses BERT to extract features.
Secondly, the spatial domain and frequency domain features
of the image are captured respectively. Finally, the multi-modal
features are fused by stacking four co-attention layers.

5) TFG: Wen et al. [21] use cosine similarity and agree-
ment classifiers to obtain the classification features. The net-
work leverages the multimedia information to find the con-
sistency and inconsistency among news from different social
media platforms but sharing similar visual contents.
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TABLE I. STATISTICS OF THE CCMR DATASET
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TABLE II. RESULTS OF MML MODEL AND BASELINE MODELS

C. Evaluating Metrics

To evaluate the performance of the proposed MML model,
this paper uses four commonly used evaluation metrics: Accu-
racy, Precision, Recall and Fl-score. Accuracy is a relatively
intuitive evaluation index, which indicates the proportion of
correctly classified samples in the total number of samples.
Precision (P) represents the probability that the samples pre-
dicted to be true are real positive samples. Recall (R) represents
the probability that positive examples in the sample are pre-
dicted to be correct. In practical evaluation of a model, both
Precision and Recall should be considered, but it is difficult to
compare the two values in a balanced way. The Fl-score (F1)
is a common method of integrating two values for evaluation:

_2xPxR

F1= 12
P+ R (12)

D. Implementation Details

This paper uses event 1-11 for training and event 12-17 for
testing according to Wen et al. [21]. This paper sets the number
of hidden layers in the Transformer encoder and the number
of attention heads to 12. The maximum sequence length is set
to 512. The learning rate is set to le-5 and the batch size is
set to 8. The dropout of each layer is 0.1. The hyperparameter
Ais 0.2.

E. Experimental Results and Analysis

This section compares the performance of the proposed
model MML with the above baselines. From the results in
Table II, authors can draw the following conclusions:

1D Event Twitter | Google Methods Accuracy | Precision Recall F1-score
01 Hurricane Sandy 10222 2204 SpotFake+ 0.7615 0.8212 0.7652 0.7921
02 Boston Marathon bombing 533 722 IDM-FND 0.7937 0.7849 0.8231 0.8035
03 Sochi Olympics 274 347 MVNN 0.8399 0.8173 0.8461 0.8315
04 MA flight 370 310 323 MCAN 0.8573 0.8632 0.8347 0.8487
05 Bring Back Our Girls 131 108 TFG 0.8912 0.8813 0.9254 0.9029
06 Columbian Chemicals 185 63 MML 0.9225 0.9169 0.9262 0.9215
07 Passport hoax 44 26
08 Rock Elephant 13 20 TABLE III. EVALUATION RESULTS OF THE MML MODEL AND TWO
09 Underwater bedroom 113 59 VARIANTS
10 Livr mobile app 9 15 Methods Accuracy | Precision | Recall Fl-score
11 Pig fish 14 20 MML 0.9225 0.9169 0.9262 0.9215
12 Solar Eclipse 277 143 MML—W/O
13 Girl with Samurai boots 218 60 Repr\gls:;iltion 0.8501 0.8742 08439 0.8588
14 Nepal Earthquake 1360 424 MML-w/o
15 Garissa Attack ” 63 E,Velriec‘:f; 0.8651 | 0.8673 | 0.8426 | 0.8548
16 Syrian boy 1786 8 Classification
17 Varoufakis and zdf 61 20

Total 15629 4625

1) The MML model performs significantly better than
all baseline models, achieving the Accuracy of 0.9225 and
Fl-score of 0.9215. Compared with SpotFake+ and IDM-
FND, which simply combine the multi-modal features, MML
achieves the greatest improvement, 16.1% in Accuracy and
12.9% in F1-score.

2) Compared with other multi-modal models MVNN and
MCAN, the proposed MML model improves the Accuracy by
8.2% and 6.5%, respectively. It can be speculated that external
evidence can effectively identify the correlations between text
and image, and help improve fake news detection.

3) Compared with TFG, which also uses external evidence
to detect fake news, MML is 3.1% and 1.8% higher in
Accuracy and Fl-score, respectively. This is because MML
has advantages in extracting physical features of images and
selecting important evidences.

F. Ablation Experiment

In this section, authors discuss the contribution of differ-
ent components in the model, including visual representation
learning and evidence veracity classification task. Authors
remove the above two modules from MML model to obtain the
following two variants: MML- w/o Visual Representation,
which denotes MML only models the textual representation,
and MML- w/o Evidence Veracity Classification, represent-
ing MML without multi-task learning.

The results of the two variants are shown in Table IIIL
When the visual representation learning module is removed,
the Accuracy and Fl-scores drop to 0.8501 and 0.8588, re-
spectively, showing the importance of visual representation for
multi-modal fake news detection. By comparing MML with the
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variant without evidence veracity classification task, authors
can observe that all the evaluating metrics decreased greatly,
which demonstrates the effectiveness of multi-task learning
and the necessity of evidence selection and representation.

G. Parameter Sensitivity Analysis

To analyze the influence of hyperparameters on model
performance, authors conduct the following two parameter
sensitivity experiments.

1) Effects of hyperparameter A: Note that A\ is a weight
parameter for balancing the evidence classification loss £. and
the news classification loss £,,. In other words, the larger A
is, the greater the effect of evidence weight learning on fake
news detection. This paper sets A to 1, 0.5, 0.2, 0.1 and 0.
The Accuracy and F1-score of different hyperparameter \ are
shown in Fig. 3. Authors find that the model achieves the
best performance when A is 0.2, while the evidence classifi-
cation loss brings an improvement of 5% on Fl-score for the
proposed MML model (A=0, without evidence classification
loss). This proves the effectiveness of the model by introducing
evidence classification loss.
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2) Number of attention heads: As shown in Fig. 4, authors
can clearly see that the performance of the proposed model
varies with the number of attention heads (i.e. 10, 11, 12 and
13). With the increase of the number of attention heads, the
Accuracy and Fl-score firstly increase and then decrease, and
the best effect is achieved when the number of heads is 12.

V. CONCLUSION AND FUTURE ENHANCEMENTS

This paper proposes a Multi-model Multi-task Learning
model (MML) to detect multi-modal fake news on social media
by modeling the image, claim and image-related evidence. By
comparing MML with other competitive baseline methods,
authors find that it is effective to use external evidence in
this task, with an accuracy of 92.2%. In addition, besides the
news classification loss, MML also introduces evidence clas-
sification loss to further optimize the model performance. By
testing MML with different settings, authors observe that the
proper setting of evidence classification loss can improve the
performance of fake news detection. Finally, the results of the
ablation experiments show that visual feature representation
and evidence representation learning are beneficial to improve
the fake news detection results, and the model is improved by
7.2% and 5.7%, respectively.

In the future, the authors are willing to extract the visual
entity of the image and the text embedded in the image,
and model them with the news text to further capture the
correlation between the image and the text in multi-modal
news.
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