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Abstract—Infertility is a crucial reproductive problem 
experienced by both men and women. Infertility is the inability to 
get pregnant within one year of sexual intercourse. This study 
focuses on infertility in men. Many causes that can cause 
infertility in men including sperm quality. Currently, 
identification of human sperm is still done manually by observing 
the sperm with the help of humans through a microscope, so it 
requires time and high costs. Therefore, high technology is 
needed to determine sperm quality in the form of deep learning 
technology based on video. Deep learning algorithms support this 
research in identifying human sperm cells. So deep learning can 
help detect sperm video automatically in the process of 
evaluating sperm cells to determine infertility. We use deep 
learning technology to identify sperm using the You Only Look 
Once version 4 (YOLOv4) algorithm. Purpose of this study was 
to analyze the level of accuracy of the YOLOv4 algorithm. The 
dataset used is sourced from a VISEM dataset of 85 videos. The 
results obtained are 90.31% AP (Average Precision) for sperm 
objects and 68.19% AP (Average Precision) for non-sperm 
objects, then for the results of the training obtained by the model 
79.58% mAP (Mean Average Precision). Our research show 
result about identification of human sperm using YOLOv4. The 
results obtained by the YOLOv4 model can identify sperm and 
non-sperm objects. The output on the YOLOv4 model is able to 
identify objects in the test data in the form of video and image. 

Keywords—Classification; deep learning; identification; sperm; 
sperm head; you only look once version 4 

I. INTRODUCTION 
In the last two decades, the reproductive problem in men 

that has received much attention is infertility. Infertility is 
caused by many things, one of which is abnormalities in sperm 
morphology. Morphological abnormalities experienced by 
sperm include thin heads, amorphous heads, or bent or 
asymmetrical neck is of little clinical use [1]. Many studies 
have reported some analytical disturbances of sperm 
morphology tests in the details of the sperm sections that were 
carried out manually. Several studies related to technology to 
support the diagnosis of infertility in sperm include Computer 
Assisted Sperm Analysis (CASA), Automatic Assessment of 
Biochemical Markers of Seminal Plasma, Histopathology 
Assessment [2]. The technology development that has been 

carried out still requires further development to get better 
results, in order to be able to get accurately analyze and 
identify infertility problems. Currently, there are many studies 
that predict the cases of infertility. The method that is 
commonly implemented is the observation method from 
patient medical record data at a hospital [3]. A number of 
studies have shown that the factors that cause infertility include 
age, smoking habits, marijuana use, heroin, hormone disorders, 
and immunological disorders [4]. These factors can increase 
the risk of having abnormal sperm so that it becomes infertility. 

Identification of sperm is still mostly done manually by 
humans by observing directly with the aid of a microscope. 
This requires a high time and cost. To overcome these 
problems needed a high technology, it is using deep learning. 
Research on deep learning has been widely carried out [5, 6, 7, 
8, 9]. 

Convolutional Neural Network (CNN) is a development of 
deep learning that has been developing since 2012. This 
method can identify sperm morphology accurately based on 
images [5]. Accurate identification results are influenced by the 
quality of full image data or with large pixel sizes, so that 
accuracy and detection performance can be more optimal [6]. 
In addition to analyzing the morphology of the sperm, CNN 
can identify sperm based on motility. The dataset used is video 
[7]. The best results were obtained at the Mean Average Error 
(MAE) which was 8.786. This shows that the prediction of 
sperm motility is a fast and consistent process [8]. In the study 
[9] used Region Based Convolutional Neural Network (R-
CNN) to evaluate sperm head motility in video data [7]. The 
results obtained in this study were 91% and MAE was 2.92. 

Research [8, 9] has not been able to identify sperm and 
non-sperm objects through video. Therefore, our research 
carried out the latest and most updated breakthrough in the 
form of YOLO (You Only Look Once). The YOLO algorithm 
is a floating of CNN which functions as object detection in 
multiple images [10]. The YOLO algorithm is a more efficient 
method than object detection algorithms in other machine 
learning, because it makes everyone can use a 1080 Ti or 2080 
Ti GPU to train a super-fast and accurate object detector [11]. 
Therefore, it is necessary to build a model using the YOLO 
method to identify sperm and non-sperm based on video. 
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II. MATERIALS AND METHODS 
The process conducted in this study is illustrated in Fig. 1. 

Fig. 1 shows an illustration of the workflow this research 
with many steps. The first step is to collect images for the 
dataset, then resize the image and annotate it based on the 
object class. The second step is split data to generate train, 
validation, and test data. The next step is training data based on 
predetermined hyperparameters. The last step is to evaluate the 
model from the results of training data and data testing. 

A. Dataset 
The data used is from Simula Open Dataset with the 

address https://datasets.simula.no/visem/. This VISEM dataset 
is a multi-modal dataset that contains data sources such as 
videos, biological analysis data, and participant data, however 
in its use for this study only data in the form of videos are used 
as research datasets. The VISEM dataset contains 85 video 
recordings of anonymous data from 85 different donor 
participants with the AVI (Audio Video Interleave) extension 
and the resolution of each video is 640 x 480 pixels with 50 fps 
frame rate. Based on the video, 1330 images are produced 
which will be processed. Fig. 2 shows a piece frame of 
microscopic video the VISEM dataset. 

B. Annotation Data 
In this step, two object annotation classes are given for the 

image to be trained. The classes created in this annotation are 
sperm and non-sperm. Each frame is annotated in the form of 
bounding boxes on the morphology of the sperm head and an 
object that is not sperm. The results of annotations have been 
made for sperm class is 105.465 bounding boxes. While for the 
non-sperm class, 22.425 bounding boxes have been annotated. 
For this annotation use Yolo_mark which is sourced from 
GitHub https://github.com/AlexeyAB/Yolo_mark.git. The 
following display of the data annotation can be seen in Fig. 3. 

C. Deep Learning 
Deep Learning is a branch of machine learning that is 

inspired by the human cortex by applying an artificial neural 
network with many hidden layers [12]. There are many types 
of Deep Learning, such as Deep Auto Encoder, Deep Belief 
Nets, Convolutional Neural Network, and others. Deep 
Learning can solve computer difficulties in understanding the 
meaning of raw input data that is by breaking the desired 
complex mapping into a series of nested simple mappings. 

D. Convolutional Neural Network (CNN) 
Convolutional Neural Network is a subdivision of a Deep 

Learning algorithm used in computer vision to solve certain 
cases or problems, such as classifying and detecting objects in 
images, photos, or videos [13]. The characteristics of CNN 
have a 3D arrangement of neurons (height, width, and depth). 
The illustration of CNN architecture can be seen in Fig. 4. 

 
Fig. 1. Research Workflow View. 

 
Fig. 2. Frame from Microscopic Video of VISEM Dataset. 

 
Fig. 3. Display Data Annotation of Image Extraction VISEM Dataset. 

 
Fig. 4. The Architecture of Convolutional Neural network (CNN) [13]. 
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Fig. 4 shows processes to receive image prediction from 
CNN. Here we can see the CNN processes are input image, 
convolution, ReLu, pooling, and fully connected layer. 

1) Convolution: The mathematical definition of 
convolution is the total number of multiplications between the 
corresponding elements (having the same coordinates) in two 
matrices or two vectors [14]. Convolution can also be defined 
as the process of multiplying an image using an external mask 
or sub-windows to create a new image. 

2) Pooling: The pooling layer is a layer that has the 
function to reduce the spatial size of the convolution process. 
So as to reduce the computational resources required to 
process data by reducing the dimensions of the feature map. 
This pooling layer can make the model training process more 
effective because the pooling layer is the dominant feature 
extraction [15]. 

3) Rectified Linear Units (ReLU): ReLU is the part of the 
linear function code that removes the negative part to zero and 
keeps the positive part of the convolution result. Many studies 
have shown that ReLU outperforms the sigmoid activation 
function and empirical ground [16]. ReLu activation function 
is defined as: 

𝑎𝑖,𝑗,𝑘 = 𝑚𝑎𝑥 (𝑧𝑖,𝑗,𝑘, 0)             (1) 

Input of the activation function is 𝑧𝑖,𝑗,𝑘 at location (𝑖, 𝑗) on 
the k-th channel. Simply put, ReLU outputs 0 when 𝑎𝑖,𝑗,𝑘 < 0, 
and otherwise, it outputs a linier functions when 𝑎𝑖,𝑗,𝑘 ≥ 0. 
Fig. 5 is visual representation of ReLU activation function. 

4) Fully connected layer: Fully Connected Layer is a 
layer that is fully connected; this layer of neurons is connected 
directly to other neurons by two adjacent layers without being 
connected to any layer [17]. The Fully Connected Layer 
processes the output of the final pooling or convolutional 
layer, which has been flattened. The results of this process will 
then be continued using the softmax function to get the 
probability of the input being in a certain class [18]. 

E. You Only Look Once (YOLO) 
You Only Look Once or YOLO is a new approach to object 

detection and development of CNN. YOLO differs from 
previous research in that detecting an object reuses its 
classifier; instead YOLO frames object detection as a 
regression problem with spatially separated bounding boxes 
and associated class probabilities [10]. 

Fig. 6 illustrates the YOLO process in making the input 
image into an image that has been given a bounding box. The 
first step is the input image will be resized, and then the second 
step runs a convolutional neural network, after that it does non-
max suppression and produces an image that has been 
identified with a bounding box. 

YOLO is implemented as a convolutional neural network. 
This architecture is inspired by the GoogleNet model for image 
classification. The YOLO network has 24 convolution layers 
followed by 2 fully connected layers. Simply uses 1×1 
reduction layer followed by 3×3 convolutional layers. The 

prediction of the final output of this YOLO network is a tensor 
of 7×7×30. Fig. 7 shows the YOLO architecture in processing 
image predictions. 

There are several versions YOLO of the development of 
research that has been carried out, in this study using YOLOv4. 
YOLOv4 overcomes this problem by creating a CNN that 
operates in real-time on a conventional GPU, and requires only 
one conventional GPU for training. The purpose of YOLOv4 is 
to design the speed of operation of the object detector in 
producing systems and optimization for parallel computing. 
YOLOv4 hopes that the designed object can be easily trained 
and used. 

Modern detectors usually consist of two parts consisting of 
a backbone and a head, for a backbone that has been trained 
previously with ImageNet. Head used to predict the class and 
bounding boxes of the object. For detectors running on the 
GPU platform, the backbone used can be VGG, ResNet, 
ResNetXt, or DenseNet. For detectors running on the CPU 
platform, the backbone used is SqueezeNet, MobileNet, or 
ShuffleNet. The development of object detectors in recent 
years often inserts several layers between the backbone and the 
head, these layers are usually used to collect feature maps from 
different stages. We can call this layer the neck object detector. 
In general, the neck consists of several bottom-up paths and 
topdown paths. Networks equipped with this mechanism 
include the Feature Pyramid Network (FPN), Path Aggregation 
Network (PAN), BiFPN, and NAS-FPN [11]. 

 
Fig. 5. Display Representation of ReLU Activation Function [16]. 

 
Fig. 6. Processing Images with YOLO Detection System [10]. 

 
Fig. 7. Display YOLO Architecture [9]. 
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Fig. 8. Structure Modern Detector of YOLOv4 [10]. 

Based on Fig. 8, YOLO research uses modern detectors, so 
the researchers make several terms; there are Bag of Freebies 
(BoF) and Bag of Specials (BoS). The definition of the Bag of 
Freebies (BoF) is that researchers can perform an optimization 
to produce better accuracy and not increase inference costs by 
using training methods. The BoF used for the backbone are 
DropBlockRegularization, Class Label Smoothing, and 
CutMix and Mosaic Data Augmentation. BoF for this 
backbone is useful for increasing the variability in the input 
image so that the model built has a higher quality for images 
obtained from different environments. The definition for Bag 
of Special (BoS) is a set of plugin modules and post-processing 
methods that only increase inference costs by a small amount, 
however can significantly improve accuracy in object 
detection. The BaS used in the backbone include Mish 
Activation, Cross-Stage Partial Connections (CSP), Multi-
Input Weight Residual Connection (MiWRC) [12]. 

F. Confusion Matrix 
Confusion Matrix is a performance measurement or 

performance in solving machine learning classification 
problems, where the output results can be in the form of two or 
more classes. Confusion matrix is a predictive analysis tool that 
displays and compares the actual value with the predicted 
model value. Prediction models that can be used to get the 
results of the evaluation matrix are Accuracy, Precision, Recall 
and F1 Score [19]. This confusion matrix is shown in Fig. 9. 

 
Fig. 9. Display Component of Confusion Matrix. 

TP (True Positive): The amount of data that is positive and is 
predicted to be true as positive. 

FP (False Positive): The amount of data that is negative 
however is predicted to be positive. 

FN (False Negative): The amount of data that is positive 
however is predicted to be negative. 

TN (True Negative): The amount of data that has a negative 
value with a correct prediction as negative. 

1) Accuracy: Accuracy is a ratio of selected relevant 
objects to all selected objects. Accuracy can also be defined as 
a comparison of an object that is correctly identified with the 
total number of existing objects and the error rate is an object 
that is identified incorrectly with the total number of existing 
objects [20]. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  𝑇𝑃+𝑇𝑁
𝑇𝑃+𝑇𝑁+𝐹𝐹+𝐹𝑁

× 100%            (2) 

2) Precision: Precision is a level of accuracy of 
information desired by the user with the prediction results 
given by the model or system [21]. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 𝑇𝑃
𝑇𝑃+𝐹𝑃

× 100%            (3) 

3) Recall: Recall is the ratio of the number of objects that 
are detected correctly or True Positive compared to all 
positive data, recall that has a high value means that the 
system or model created can classify object classes correctly 
[22]. 

𝑅𝑒𝑐𝑎𝑙𝑙 = 𝑇𝑃
𝑇𝑃+𝐹𝑁

× 100%             (4) 

4) F1 Score: F1 Score or called the harmonic mean, is a 
picture of the relative influence between precision and recall 
[23]. 

𝐹1 𝑆𝑐𝑜𝑟𝑒 = 2 × 𝑅𝑒𝑐𝑎𝑙𝑙 ×𝑃𝑟𝑒𝑠𝑖𝑠𝑖
𝑅𝑒𝑐𝑎𝑙𝑙 +𝑃𝑟𝑒𝑠𝑖𝑠𝑖

             (5) 

G. mAP (Mean Average Precision) 
Mean Average Precision or mAP is used as the work 

evaluation value of the object detection model. Mean Average 
Precision measures the performance level of the file weights 
resulting from training mode [24]. The solid mAP equation can 
be seen in the following equation. 

𝑚𝐴𝑃 = 1
𝑐
∑ 𝐴𝑃𝑖𝑐
𝑡=1              (6) 

III. RESULT AND DISCUSSION 

A. Train Model Results 
This study uses 3 types of dataset distribution in terms of 

finding the best level of accuracy. The first division structure is 
80% train data, 10% validation data, and 10% test data. The 
next data division is 70% train data, 25% validation data, and 
5% test data. The final data distribution is 60% train data, 20% 
validation data, and 20% test data. Based on the 3 types of split 
data, it produces different accuracy values, however the 
difference in the accuracy values obtained is not too 
significant. The number of iterations carried out during the 
training of this model is 6000 iterations. The learning rate was 
chosen for hyperparameter in model YOLOv4 sperm detection: 
0.002, 0.0002, and 0.00002 [9]. The following is a table of 
accuracy results obtained from training data. 

In Table I, testing of all scenarios uses a hyperparameter 
learning rate of 0.002. We can see that the AP results of each 
object being trained have the greatest results in two different 
scenarios. The biggest AP result for sperm objects is in the 
second scenario with a value of 90.31%. As for the non-sperm 
object, the biggest result is in the first scenario with a value of 
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68.35%. The biggest mAP result is in the first scenario of 
78.81%. 

Table II is a test using a learning rate of 0.0002 from three 
scenarios. The results obtained from this test are for the biggest 
AP of the two objects in the second scenario. The AP obtained 
for sperm objects is 90.37%, while the AP for non-sperm 
objects is 68.78%. The biggest mAP result is in the second 
scenario of 79.58%. 

Table III uses a learning rate of 0.00002 to get AP results in 
each scenario. In this training, the biggest AP value for sperm 
objects is found in the third scenario, with an AP value of 
88.42%. As for the AP value of non-sperm objects, the biggest 
AP result is in the second scenario of 64.40%. The biggest 
mAP result is in the second scenario of 76.11%. 

TABLE I. ACCURACY RESULTS OBTAINED FROM DATA TRAINING WITH 
A LEARNING RATE OF 0.002 

No Data Composition 
AP 

mAP 
Sperm Non Sperm 

1 
Train 80%, 
Validation 10%, 
Test 10% 

89.51% 
 

68.13% 
 78.81% 

2 
Train 70%, 
Validation 25%, 
Test 5% 

90.31% 
 

65.35% 
 77.83% 

3 
Train 60%, 
Validation 20%, 
Test 20% 

88.52% 65.24% 
 76.88% 

TABLE II. ACCURACY RESULTS OBTAINED FROM DATA TRAINING WITH 
A LEARNING RATE OF 0.0002 

No Data Composition 
AP 

mAP 
Sperm Non Sperm 

1 
Train 80%, 
Validation 10%, 
Test 10% 

89.66% 67.99% 78.83% 

2 
Train 70%, 
Validation 25%, 
Test 5% 

90.37% 68.78% 79.58% 

3 
Train 60%, 
Validation 20%, 
Test 20% 

89.86% 67.42% 78.64% 

TABLE III. ACCURACY RESULTS OBTAINED FROM DATA TRAINING WITH 
A LEARNING RATE OF 0.00002 

No Data Composition 
AP 

mAP 
Sperm Non Sperm 

1 
Train 80%, 
Validation 10%, 
Test 10% 

86.94% 62.54% 74.74% 

2 
Train 70%, 
Validation 25%, 
Test 5% 

87.82% 64.41% 76.11% 

3 
Train 60%, 
Validation 20%, 
Test 20% 

88.42% 63.10% 75.76% 

Table I, Table II, and Table III shows that the mAP 
generated based on several data sharing results in an accuracy 
range of 74% - 79%. The result of the highest training data 
accuracy is 79.58% which is found in the distribution of 70% 
test data, 25% validation data, 5% test data, with a learning rate 
of 0.0002. The results of the lowest training accuracy are 
74.74% which are found in the distribution of 80% test data, 
10% validation data, 10% test data, with a learning rate of 
0.00002. AP results from Sperm and Non Sperm objects differ 
greatly. This is due to the fact that the number of datasets used 
for training is imbalanced data. The best AP result in 
identifying sperm objects is 90.31% and for non-sperm objects 
it is 68.13%. The biggest results are obtained from the sharing 
of data and different learning rates. 

B. Graphical Results of Precision, Recall, F1-Score and on 
Train Model 
The results of the tests carried out in this study obtained the 

values of precision, recall and F1-score of several types of 
learning rates. The results obtained in the model training are 
good, because the results of each precision, recall and F1-score 
do not experience very large differences in values. Based on 
each learning rate that produces the highest value, there is a 
learning rate of 0.0002 with an average value of 0.8 of the 
precision, recall and F1-score values. The results of precision, 
recall, and F1-score illustrate that the model that has been 
made can predict and retrieve information well. The graph can 
be seen in the Fig. 10, Fig. 11, and Fig. 12. 

Fig. 10 shows a graph of the values of precision, recall, and 
F1-score of three scenarios based on a learning rate of 0.002. It 
can be seen that the values of precision, recall, and F1-score in 
the second and third scenarios have a slight difference. 
However, the second scenario has a value that is superior to 
precision and F1 scores with values of 0.75 and 0.81. While the 
third scenario outperformed the recall value of 0.88, only 0.01 
difference from the recall in the second scenario. 

 
Fig. 10. Graph of Precision, Recall and F1-Score Values at a Learning Rate 

of 0.002. 
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Fig. 11. Graph of Precision, Recall and F1-Score Values at a Learning Rate 

of 0.0002. 

Fig. 11 shows a graph of the values of precision, recall, and 
F1-score of three scenarios based on a learning rate of 0.0002. 
It can be seen that the values of precision, recall, and F1-score 
get a slight difference in the values of the three scenarios. The 
highest precision value is found in the first and third scenarios 
with a value of 0.77. then the largest recall value is in the 
second scenario with a value of 0.87. While the relative F1-
Score has the same value in the three scenarios with a value of 
0.8. 

 
Fig. 12. Graph of Precision, Recall and F1-Score Values at a Learning Rate 

of 0.00002. 

Fig. 12 shows a graph of the values of precision, recall, and 
F1-scores from three scenarios based on a learning rate of 
0.00002. It can be seen that the value of precision, recall, and 
F1-score in the second scenario has a superior recall value with 
a value of 0.83. Meanwhile, the highest precision value is 
found in the third scenario with a value of 0.76. Then for the 
largest F1-Score value in the second and third scenarios with a 
value of 0.78. 

C. Overfitting Handling on YOLOv4 Model 
Overfitting occurs when the amount of training data used a 

slight variation. Based on the training data in this study using 
training data that has many variations. Training data is taken 
from several pieces of video frames on the VISEM dataset. 
YOLOv4 model in doing overfitting analysis according to 

Alexey the creator of the YOLOv4 model, validation loss in 
YOLOv4 should not be too much attention because it will tend 
to decrease continuously, so only mAP accuracy must be 
considered. If there is a stagnation in the data training process, 
it is likely that overfitting has occurred. Fig. 13 shows the 
results of the data training in this research. 

 
Fig. 13. Graph of Train Data Result from Split Data 70% Train, 25% 

Validation, and 5% Test with 0.0002 Learning Rate. 

Fig. 13 is the result of data training from split data 70% 
train, 25% validation, and 5% test using a learning rate of 
0.0002 which gets the highest mAP results in this research. The 
graph obtained does not stagnant so that the accuracy of mAP 
continues to run until the 6000 iteration. The mAP value 
obtained is 79.58% based on the results of the training data that 
has been done. 

D. Test Results on the YOLOv4 Model 
The test on this model is done by using a clip from one of 

the videos from the VISEM dataset. This is because at certain 
seconds the appearance of the VISEM video dataset will 
change. This model detects Sperm and Non-Sperm objects in 
the form of video so that the results of object checking by the 
model will be displayed based on the frame detected from the 
video being tested. The following detection results can be seen 
in Table IV and Table V. 

TABLE IV. THE RESULTS OF THE EVALUATION TEST OBJECT ON THE 
YOLO MODEL 

No Frame Id 
Model Prediction 

TP FP FN 
Sperm Non Sperm 

1 1 25 8 31 2 0 

2 14 25 9 31 3 0 

3 26 18 14 30 1 1 

4 38 21 13 33 1 0 

5 43 23 12 34 1 0 

6 55 17 10 26 1 1 

7 67 18 9 26 1 0 

8 79 19 9 28 0 0 

9 86 19 9 27 1 0 

10 97 20 9 28 1 0 
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Table IV shows the result of an evaluation using confusion 
matrix to get the number of objects that have been detected or 
not. Detection is collected by object, the results obtained that 
almost all objects can be detected accurately. The layer capture 
taken from the YOLO model experiment in the form of video 
is taken as much as 10 frames, because there are so many 
frames generated from 1 video. 

Table V describes the results of data processing obtained in 
the process in Table IV. These values are used to obtain 
precision, recall, AP, and mAP values. The results obtained 
will be a benchmark for the accuracy of the model in detecting 
objects. We can see the results of the experiment stated that the 
model can detect more than 80% of the number of objects in a 
video frame. 

Based on the description in Table IV and Table V, it can be 
stated that the model can detect sperm and non-sperm objects 
with good results. In the sperm and non-sperm sections, a 
bounding box has been successfully created with a video 
quality of 50 fps, however there are one or two objects that are 
not legible, this is due to the object being cut off by the video 
frame. Fig. 14 is a display of the detection results from the 
model that has been created. 

TABLE V. CALCULATION RESULTS OF PRECISION, RECALL, AP, AND 
MAP 

No Precision Recall 
AP 

mAP 
Sperm Non Sperm 

1 0.94 1.00 0.94 0.73 0.83 

2 0.91 1.00 0.99 0.82 0.90 

3 0.97 0.97 0.99 0.96 0.98 

4 0.97 1.00 0.98 1.00 0.99 

5 0.97 1.00 0.99 1.00 0.99 

6 0.96 0.96 0.99 1.00 0.99 

7 0.96 1.00 0.99 1.00 0.99 

8 1.00 1.00 1.00 1.00 1.00 

9 0.96 1.00 0.99 1.00 0.99 

10 0.97 1.00 0.99 1.00 0.99 

 
Fig. 14. Display Testing. 

IV. CONCLUSION 
This research develops an object detection development 

using the YOLOv4 algorithm to detect sperm and non-sperm 
objects. Using a dataset derived from the open source Simula 
Open Dataset, then the data in the form of videos is extracted 
into 1330 images. In this study, the training process was carried 
out with 3 different learning rate experiments, namely 0.002, 
0.0002, 0.00002. In each of these experiments, 3 data divisions 
were made for each of the reading rates being tested. The best 
accuracy results are found in experiments with a learning rate 
of 0.0002 which has an accuracy value of 79.58% mAP on 
70% train data distribution, 25% validation and 5% test. Each 
trial process for training uses 6000 iterations to create the 
training data. The test in this study uses video, the results of 
which are that all objects can be detected properly and have 
been labeled with a bounding box. In this study there were 
cases where the model was not able to detect optimally because 
the video data used contained blurred objects and sperm 
objects that were cut off by the frame. 
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