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Abstract—Image segmentation is an essential technique of 
brain tumor MRI image processing for automated diagnosis of 
an image by partitioning it into distinct regions referred to as a 
set of pixels. The classification of the tumor affected and non-
tumor becomes an arduous task for radiologists. This paper 
presents a novel image enhancement based on the SCA (Sine 
Cosine Algorithm) optimization technique for the improvement 
of image quality. The improved FLICM (Fuzzy Local 
Information C Means) segmentation technique is proposed to 
detect the affected regions of brain tumor from the MRI brain 
tumor images and reduction of noise from the MRI images by 
introducing a fuzzy factor to the objective function. The SCA 
weight-optimized Wavelet-Extreme Learning Machine (SCA-
WELM) model is also proposed for the classification of benign 
tumors and malignant tumors from MRI brain images. In the 
first instance, the enhanced images are undergone improved 
FLICM Segmentation. In the second phase, the segmented 
images are utilized for feature extraction. The GLCM feature 
extraction technique is considered for feature extraction. The 
extracted features are aligned as input to the SCA-WELM model 
for the classification of benign and malignant tumors. The 
following dataset (Dataset-255) is considered for evaluating the 
proposed classification approach. An accuracy of 99.12% is 
achieved by the improved FLICM segmentation technique. The 
classification performance of the SCA-WELM is measured by 
sensitivity, specificity, accuracy, and computational time and 
achieved 0.98, 0.99, 99.21%, and 97.2576 seconds respectively. 
The comparison results of SVM (Support Vector Machine), 
ELM, SCA-ELM, and proposed SCA-WELM models are 
presented to show the robustness of the proposed SCA-WELM 
classification model. 

Keywords—Sine cosine algorithm; extreme learning machine; 
fuzzy c means; GLCM feature; support vector machine 

I. INTRODUCTION 
Brain tumor-related deaths are increasing worldwide 

according to the reports of the WHO (World Health 
Organization). The people affected by brain tumors are 
suffered from the symptoms of headache, vomiting, mildness 
of eye vision, and many more as per the medical study. The 
early treatment of tumor-related disease is essential to avoid 
recurrent deaths. To make treatment faster, automated 

segmentation and classification techniques are the 
requirements for medical diagnosis. The pre-processing step is 
simple and essential in brain-image analysis. Pre-processing is 
generally used to reduce the noise and enhance the image 
resolution and contrast. Many pre-processing approaches are 
used, like un-sharp masking, veneer filters as well as median-
filters. Median filters are usually utilized during the pre-
processing phase to protect the boundaries of an image [1]. The 
image segmentation of brain tumors from "magnetic resonance 
imaging (MRI)" is a significant assignment for the medical 
diagnosis of brain tumors. The conventional fuzzy c-means 
clustering (FCM) algorithm is sensitive to noise. This paper 
proposes an improved fuzzy local information-based FCM 
image segmentation to address the difficulties of segmentation. 
Sehgal et al. [2] proposed a segmentation strategy based on 
neural network optimization that uses neighborhood attraction 
using MRI. By taking into account the local attractiveness, the 
strategy changed the classic FCM method. The enhanced FCM 
clustering (IFCM), takes into account local attractions, based 
on two components: characteristics as well as a span of 
attraction. To partition brain tumor MRIs, researchers used the 
method published by Nabizadeh et al. [3] for calculating 
characteristics from the association between the tumors and 
with brain's LaVs. The method is divided into 4 steps: pre-
processing, segmentation, and feature extraction with 
classification. Li et al. [4] suggested a brain tumor partition 
technique that incorporated anisotropic diffusion filtering as a 
pretreatment step, followed by partition as well as tumor 
extraction utilizing region with circularity using the FCM 
technique. 

Machine learning has ignited considerable interest in 
modern computers in the field of medicine. In the area of brain-
tumor recognition, a variety of advanced machine learning 
approaches are applied. Advanced methods are employed to 
identify the use of brain pictures and improve the quality of the 
information collected, such as image labeling, image 
reconstruction, skull removal, and registration [13]. As a result, 
machine learning has enabled clinics, engineers, and computer 
scientists to collaborate to develop semi-automated and 
eventually completely automated tumor diagnostic systems 
with improved accuracy and processing speed. Motivated by 
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the advancements of machine learning, we have proposed the 
following contributions. 

A. Contribution of the Research Work 
Three contributions are proposed based on image 

enhancement, image segmentation, and classification. The 
contributions are summarized as follows: 

• In the first aspect, the position and velocity parameters 
of the SCA algorithm are modified to enhance the 
quality of the images. 

• In the second aspect, the fuzzy factor in FLICM 
segmentation is replaced with a new fuzzy factor to 
improve the tumor detection and noise reduction 
capability from the brain MRI images. The 
mathematical analysis for the improved fast and robust 
FLICM segmentation algorithm is presented to 
authenticate the proposed segmentation. 

• In the third aspect, the weights of the Mexican Hat 
Wavelet -ELM model optimization by the SCA 
optimization technique are proposed to enhance the 
classification performance. 

The paper is organized as follows. Section 2 presents the 
research implementation diagram, Section 3 presents the Sine 
cosine algorithm for image enhancement, the proposed fast and 
robust FLICM segmentation technique and proposed SCA-
WELM model explanation, and Section 4 presents results and 
discussion of the proposed image enhancement, segmentation, 
and classification, Section 5 presents the conclusion and 
followed by the references. 

II. RELATED WORK 
Several segmentation techniques are presented by the 

researchers, and some of the latest research is included in the 
related work. Pinheiro et al. [5] devised a novel MRI technique 
for detecting brain tumors. Global threshold partitioning has 
been applied after pre-processing of input MRIs. Before 
watershed partition, Morphological approaches have been used 
to improve its results. Elazab et al. [6] proposed an "adaptively 
regularized kernel-based fuzzy C-means (ARKFCM)" 
segmentation to reduce computational time than the KFCM 
segmentation. FCM clustering algorithms with spatial 
constraints are proposed to remove the noise proposed in [7,8]. 
Chao et al. [9] proposed a GM-ARKFCM algorithm to show 
better segmentation than ARKFCM. Cherfa et al. [10] 
proposed AKFRFCM using Particle swarm optimization to 
improve segmentation capability. Tao Lei et al [11] presented a 
"fast and robust FCM (FRFCM)", which uses more parameters, 
and fails drastically to reduce Gaussian noise, beyond 30%. 
Satyasis et al. [12] proposed an improved fast and robust FCM 
algorithm (IFRFCM) to improve the noise reduction capability. 
Belean et al. [14] proposed a density-based spatial clustering 
procedure driven by a level-set approach for microarray spot 
segmentation and quality measures were obtained. Wenxiu et 
al. [15] proposed a two-phase selective segmentation method, 
in which the first phase reduces noise on segmentation and the 
second phase shows the selective segmentation on the 
preprocessed image. 

There are several machine learning methodologies and 
methods to detect brain tumors by utilizing MRIs. An approach 
has been described by El-Dahshan et al. [16], during the 
discovery phase, an artificial feedback neural network and 
KNN are used. Saritha et al. [17] explained a new method for 
identifying usual and unusual brain MRI images 
pathologically. Three features are extracted using wavelet 
entropy-based spider-web plots. Yang et al. [18] suggested a 
recent method for MRI-based early recognition of brain 
tumors. With the RBF function, a kernel-type SVM is used as a 
classifier. In [19], Kalbkhani et al. employed 2D DWT and 
generalized autoregressive conditional heteroskedasticity 
(GARCH). The features are extracted using linear discriminate 
analysis (LDA), and the feature vectors are reduced using 
PCA. For the detection process, KNN, as well as SVM 
identifiers, are used. A method for tumor detection was 
proposed by Xiao [20] and Abd-Ellah et al. [21]. The input 
image is used to extract three kinds of characteristics: intensity-
based, texture-based, and symmetry-based features. Mohsen et 
al. [22] employed a recent MRI method for recognizing brain 
tumors. For dimensionality reduction, PCA is utilized to reduce 
picture features. A BPNN determines if a subject's pictures are 
normal or irregular. Soltaninejad et al. [23] suggested a mixed 
method for MRI recognition of brain tumors. A feedback 
pulse-coupled neural network is used to preprocess the image 
(FPCNN). For feature extraction and reduction, PCA and the 
discrete wavelets transform (DWT) are employed. Using two-
level DWT decomposition, the LL sub-band data is delivered 
to the PCA. For the detection stage, PCA has been utilized to 
choose a vector of seven features. The FFBPNN is then used to 
identify whether or not the MRI image is usual or unusual. 
Abdel-Maksoud et al. gave a new approach for detecting brain 
tumors using MRIs in [24]. A median filter is used to 
preprocess MRI images before DWT extracts features. PCA 
has been used to reduce the number of features, whereas RBF 
and kernel type SVM has been used to recognize them. 
Tustison et al. [25] extracted features using Daubechies 
wavelets, which were subsequently processed using PCA to 
decrease feature vectors. 

The usual and unusual MRIs haave then detected utilizing 
an SVM as well as RBF. Nabizadeh et al. [26] described a 
hybrid method to recognize brain tumors utilizing MRIs. The 
suggested approach involves LS-SVM, GLCM, and noise 
filtering in three levels: preprocessing, and feature extraction 
with detection. The four features collected are energy, 
correlation, homogeneity, and contrast. Huang et al. [27] 
discovered that the brain MRI dataset is studied using MLP, 
LVQ, RBF, and SOM classifiers in the recognition step. 
Median, as well as Gaussian filters are utilized during 
preprocessing state. Boarder could be extracted by utilizing 
Gaussian thresholding. GLCM has been utilized to extract 
features, which results in 21 features that are then reduced to 8 
by PCA. Mahima et al. [28] proposed a fractional order 
contour detection PDE (partial differential equation) model 
with a regularization term for noise reduction and maintaining 
the regularity of level set function (LSF). A cellular neural 
network (CNN) model is used to solve the proposed contour 
detection PDE. Bogdan et al. [29] proposed an edge-based 
active contour model (ACM) driven by cellular neural 
networks (CNNs) for the segmentation procedure. Javeria et al. 
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[30] proposed the inceptionv3model for deep feature 
extraction, and quantum variational classifier (QVR) with the 
2020-BRATS dataset and achieved more than 90% detection 
accuracy. Muhammad et al. [31] proposed Berkeley's wavelet 
transformation (BWT) and deep learning classifier and 
achieved an accuracy of 98.5%. Ramin et al. [32] Proposed 
Cascade Convolutional Neural Network (C-ConvNet/C-CNN) 
classifier with the BRAT-2018 dataset and achieved a dice 
score of 0.9113 for enhancing tumor. Isselmou et al. [33] deep 
wavelet autoencoder model with 2500 MR brain images of brat 
dataset and achieved an accuracy of 99.3% and 0.1 loss 
validation. 

III. METHODOLOGY 

A. Research Flow Diagram 
The research work follows the following steps: (i) The 

Dataset-255 brain tumor images are collected and the SCA 
technique is applied for image enhancement and segmented by 
the novel Improved FLICM segmentation techniques. Further 
(ii) the segmented images undergo GLCM feature extraction; 
(iii) in the third stage, the extracted features are fed as input to 
the proposed SCA weight optimized WELM model for the 
classification of the benign and malignant tumors; (iv) in the 
fourth stage classification comparison results of the models are 
presented. The research implementation phase is shown in 
Fig. 1. 

B. The Sine Cosine Algorithm (SCA) 
Swagat et al. [34] proposed PSO and APSO algorithms for 

enhancement of the gray images, but not applied to brain tumor 
images. The "sine cosine algorithm" (SCA) [35] is an 
optimization algorithm based on the sine and cosine functions 
search also not utilized for brain MRI image enhancement. 

According to sine cosine algorithm [35] the position 
equation is updated as 

𝑋𝑖𝑛+1 = �
𝑋𝑖𝑛 + 𝛼1 × 𝑠𝑖𝑛(𝛼2) × |𝛼3𝑝𝑔𝑏𝑒𝑠𝑡 − 𝑋𝑖𝑛|,𝛼4 < 0.5
𝑋𝑖𝑛 + 𝛼1 × 𝑐𝑜𝑠(𝛼2) × |𝛼3𝑝𝑔𝑏𝑒𝑠𝑡 − 𝑋𝑖𝑛|,𝛼4 ≥ 0.5

 (1) 

Where  𝛼1 ,𝛼2 , 𝛼3 , 𝛼4 are the random variables and 𝛼1 is 
given by. 

𝛼1 = 𝑎 �1 − 𝑛
𝐾
�              (2) 

Where “ is the current iteration, K is the maximum number 
of iterations”. 𝑝𝑔𝑏𝑒𝑠𝑡  is the global best position of the pixels in 
the image. 

The 𝑋𝑖𝑛 signifies the “current position” and 𝑋𝑖𝑛+1 signifies 
the “new position”. The 1α  is the next position in the search,

2α determines direction of movement, 3α  controls the current 
movement, and the parameter 𝛼4  uniformly switches among 
the sine and cosine functions. The parameter and 1α is given 
by. 







 −=

K
na 11α

 

Where the current iteration is given by n , maximum 
numbers of iterations are denoted by K and a  is a constant. 
Now considering the population images Xi as corresponded 
image position 𝜉𝑙 in the image and applies the SCA algorithm 
for image enhancement. 

𝜉𝑖𝑛+1 = �
𝜉𝑖𝑛 + 𝛼1 × 𝑠𝑖𝑛(𝛼2) × |𝛼3𝑝𝑔𝑏𝑒𝑠𝑡 − 𝜉𝑖𝑛|,𝛼4 < 0.5
𝜉𝑖𝑛 + 𝛼1 × 𝑐𝑜𝑠(𝛼2) × |𝛼3𝑝𝑔𝑏𝑒𝑠𝑡 − 𝜉𝑖𝑛|,𝛼4 ≥ 0.5

   (3) 

With the equation operation on the image, the new position 
of the pixel values of the images is calculated for image 
enhancement. The pseudo code for the algorithm 
implementation is presented in Table I. 

 
Fig. 1. Research Flow Diagram. 

TABLE I. PSEUDO CODE: SCA ALGORITHM IMPLEMENTATION FOR 
IMAGE ENHANCEMENT 

Pseudo code: SCA Algorithm implementation for Image 
 1. Initialize random position and velocity vectors. 

2. Initialize the SCA parameters 1 2 3 4, , ,α α α α   

3.Evaluate the evaluate fitness based on ijx  
4.%optimization loop 
5.for i=1:k 
 6. update SCA parameter to obtain fitness 

SCA-ELM 

Proposed SCA- 
WELM Model 

 

GLCM Feature Extraction 

SVM ELM 

Malignant 

Classification Of Tumor 

Proposed MSCA Image 
Enhancement 

Proposed Improved FLICM Image 
Segmentation 

Benign 

Brain MRI Image (Data) 
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7. update the modified position and velocity equation 

𝜉𝑖𝑛+1 = �
𝜉𝑖𝑛 + 𝛼1 × 𝑠𝑖𝑛(𝛼2) × |𝛼3𝑝𝑔𝑏𝑒𝑠𝑡 − 𝜉𝑖𝑛|,𝛼4 < 0.5
𝜉𝑖𝑛 + 𝛼1 × 𝑐𝑜𝑠(𝛼2) × |𝛼3𝑝𝑔𝑏𝑒𝑠𝑡 − 𝜉𝑖𝑛|,𝛼4 ≥ 0.5

 (4) 

 
 8. end for the loop i 
9.Stopping criteria: getting fitness as optimal solution 

C. Improved Fast and Robust Fuzzy Local Information C 
Means (FRFLICM) Algorithm 
According to enhanced fuzzy c means EnFCM [36] 

algorithm the image ξ is considered from the original image 
and is given by. 

𝜉𝑘 = 1
𝛼
�𝑥𝑘 + 𝛼

𝑁𝑘
∑ 𝑥𝑗𝑗∈𝑁𝑘 �             (5) 

Where the gray value of 𝑘𝑡ℎpixel of image ξ is given by 𝜉𝑘, 
𝑥𝑗  is neighbors of 𝑥𝑘 , 𝑁𝑘  is set of neighbors around 𝑥𝑘 . Now 
the new objective function is given by. 

𝐽𝑠 = ∑ ∑ 𝛾𝑙𝑐
𝑘=1

𝑁
𝑙=1 𝑢𝑘𝑣𝑚 ‖𝜉𝑙 − 𝑣𝑘‖2             (6) 

Where “ 𝑢𝑖𝑙 represents the fuzzy membership of gray value 
l.” 𝛾𝑙 is the number of the pixels having the gray value equal 
to𝑙, and 𝑙 = 1,2, . . . .𝑁. 

According to the FLICM segmentation [37], the fuzzy 
factor is given by. 

𝐺𝑘𝑣 = ∑ 1
𝑑𝑣𝑘+1

𝑘∈𝑁𝑣
𝑣≠𝑘

(1 − 𝑢𝑘𝑣)𝑚‖𝑥𝑣 − 𝑣𝑘‖2            (7) 

To improve the noise reduction capability the fuzzy factor 
is modified, and the new cost function is given by with 
improved fuzzy factor as. 

𝐽𝑠 = ∑ ∑ 𝛾𝑙𝑐
𝑘=1

𝑁
𝑙=1 𝑢𝑘𝑣𝑚 ‖𝜉𝑙 − 𝑣𝑘‖2 + ∑ ∑ 𝐺𝑘𝑣2𝑐

𝑘=1
𝑁
𝑣=1            (8) 

𝐽𝑠 =
∑ ∑ 𝛾𝑙𝑐

𝑘=1
𝑁
𝑙=1 𝑢𝑘𝑣𝑚 ‖𝜉𝑙 − 𝑣𝑘‖2 + ∑ ∑𝑐

𝑘=1
𝑁
𝑣=1 (∑ 1

𝑑𝑣𝑘+1
𝑘∈𝑁𝑣
𝑣≠𝑘

(1 −

𝑢𝑘𝑣)𝑚‖𝑥𝑣 − 𝑣𝑘‖2 )2              (9) 

With the new objective function, the segmentation accuracy 
has been improved and segmentation results are presented in 
the result section. 

D. Wavelet ELM Model with SCA Optimization 
In this research work, we propose an SCA optimization for 

wavelet ELM weight optimization (SCA-WELM) that learns 
the output weights of the ELM classifier. The pseudo-code for 
SCA weight optimization of the WELM model is presented in 
Table II. The SCA-WELM model with hidden and output 
layers is shown in Fig. 2. 

The output function of ELM [38] with L hidden neurons is 
represented by. 

𝑦 = ∑ 𝛽𝑘ℎ𝑘(𝑤𝑘; 𝑥)𝐿
𝑘=0             (10) 

where ℎ(𝑤;𝑥) = [1, ℎ1(𝑤1; 𝑥), . . . . . . . , ℎ𝐿(𝑤𝐿; 𝑥)] is the 
hidden feature mapping and 𝛽  is the weight vector of all 
hidden neurons to an output neuron,  ℎ𝑘(⋅) is the activation 
function of hidden layer. Equation (10) can be written as. 

𝛨𝛽 = 𝑦                (11) 

Where 𝛨 is the 𝛮 × (𝐿 + 1)hidden layer feature-mapping 
matrix, whose elements are as follows: 

𝛨 = �
1 ℎ1(𝑤1; 𝑥1) ⋯ ℎ𝐿(𝑤𝑁; 𝑥1)
⋮ ⋮ ⋮ ⋮
1 ℎ1(𝑤1; 𝑥𝑁) ⋯ ℎ𝐿(𝑤𝑁; 𝑥𝑁)

�         (12) 

And ℎ𝐿(𝑤𝑁; 𝑥𝑁) = [𝑤1𝑥1 + 𝑤1𝑥1. . . . . . . . .𝑤𝑁𝑥𝑁].𝜑(𝑡) 

Where 𝜑(𝑡) = 𝑐(1 − 𝑥2)𝑒𝑥𝑝 �− 𝑥2

2
� and 𝑐 = � 2

√3
𝜋−1/4� 

Equation (10) is a linear system, which is solved by 

𝛽 = 𝛨† 𝑑, 𝛨† = (𝛨𝑇𝛨)−1𝛨𝑇           (13) 

Where 𝛨†  is the “Moore–Penrose generalized inverse of 
matrix 𝛨 " and 𝑑 = [𝑑1, . . . . . . ,𝑑𝑁]𝛵. 

And 𝑑 = �

𝑑1
𝑑2
⋮
𝑑𝑛

�, 𝛽 = �

𝛽1
𝛽1
⋮
𝛽𝑛

� 

 
Fig. 2. SCA based WELM Model. 

TABLE II. PSEUDO CODE: SCA ALGORITHM FOR WEIGHT OPTIMIZATION 
OF WELM MODEL 

PSEUDO CODE:  

1. Initialize (ELM weights) randomly. 

2.Initialize the SCA position parameters 𝛼1,𝛼2, 𝛼3 
%Starting of the loop 

3.Initialize the weights W of the ELM to zero 
4.Evaluate the objective function in the next phase to evaluate fitness at first 
step 
5..%Program loop 
for i=1:n 
for j=1:n 

𝑋𝑖𝑗𝑛+1 = �
𝑋𝑖𝑗𝑛 + 𝛼1 × 𝑠𝑖𝑛(𝛼2) × |𝛼3𝑦𝑖𝑛 − 𝑋𝑖𝑛|,𝛼4 < 0.5
𝑋𝑖𝑗𝑛 + 𝛼1 × 𝑐𝑜𝑠(𝛼2) × |𝛼3𝑦𝑖𝑛 − 𝑋𝑖𝑛|,𝛼4 ≥ 0.5 

 
 
  6. Update 𝑋𝑖𝑗𝑛+1 for best fit 
%Update the weights by using the equation  
For j=1:n 

𝛨 = �
1 ℎ1(𝑤1;𝑥1) ⋯ ℎ𝐿(𝑤𝑁;𝑥1)
⋮ ⋮ ⋮ ⋮
1 ℎ1(𝑤1;𝑥𝑁) ⋯ ℎ𝐿(𝑤𝑁;𝑥𝑁)

�  

𝛽 = 𝛨† 𝑑, 
𝛨† = (𝛨𝑇𝛨)−1𝛨𝑇 
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7.end for the loop j 
8.end for the loop i 

9. Continue till converges, else go to step 4, and repeat until convergence is 
satisfied. 

IV. RESULTS AND DISCUSSION 

A. Database Description 
The Dataset-255 is collected from "Harvard medical school 

of architecture (URL: http://med.harvard.edu/ AANLIB/)"[12, 
39] which consists of "255 (35 normal and 220 abnormal) 
256x256 axial plane brain images" are shown in Table III. 
"Abnormal brain MR images of Dataset-255 are from 11 types 
of diseases including Alzheimer’s disease. The Dataset-255 
consists of abnormal images of 4 new types of diseases such as 
chronic subdural hematoma, cerebral toxoplasmosis, herpes 
encephalitis, and multiple sclerosis". 

TABLE III.  DETAILS OF DATASET-255 [12] 

Dataset  Total number of 
images Training Images Testing Images 

 Norma
l  

Abnorma
l  

Norma
l  

Abnorma
l  

Norma
l 

Abnorma
l 

Dataset
-255 35 220 28 176 7 44 

B. Feature Extraction 
The "gray-level co-occurrence matrix (GLCM)" [40] 

statistical features such as "standard deviation, DM 
(Directional Moment), entropy, coarseness, energy, kurtosis, 
homogeneity, and energy" features are considered for this 
research work and presented in Table IV. 

TABLE IV. NORMALIZED FEATURE FOR DATASET-255  

Sl.No. Features  Values 

1 Standard Deviation 0.4587 

2 DM 0.8751 

3 Entropy 0.9953 

4 Coarseness 0.6895 

5 Energy 0.7854 

6 Kurtosis 0.4122 

7 Homogeneity 0.2527 

C. Enhancement Results 
For the enhancement of the images, the sine cosine 

algorithm (SCA) has been proposed and compared with the 
PSO and APSO techniques [34, 41]. 

 
Fig. 3. Image Enhancement of the Benign Tumor Image-1 using PSO, 

APSO and SCA. 

 
Fig. 4. Image Enhancement of the Benign Tumor Image-2 using PSO, 

APSO and SCA. 

 
Fig. 5. Image Enhancement of the Malignant-tumor Image-1 using PSO, 

APSO and SCA. 
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Fig. 6. Image Enhancement of the Malignant Tumor Image-2 using PSO, 

APSO and SCA. 

 
Fig. 7. Benign Tumor Image-1 Image Enhancement using PSO, APSO and 

SCA. 

 
Fig. 8. Benign Tumor Image-2 Image Enhancement using PSO, APSO and 

SCA. 

 
Fig. 9. Malignant Tumor Image-1 Image Enhancement using PSO, APSO 

and SCA. 

 
Fig. 10. Malignant Tumor Image-2 image Enhancement using PSO, APSO 

and SCA. 

From Fig. 3 and Fig. 4, it is observed that the fitness value 
for SCA is 0.4318 and 0.4412 for Benign tumor image1 and 
image-2, which indicates better image enhancement than the 
other PSO and APSO methods. Moreover, from Fig. 5 and 
Fig. 6, it is found that the fitness value is 0.5072 and 0.5162 for 

malignant tumor image1 and image-2. The higher fitness 
values for malignant tumor images and lower values for benign 
tumors indicate better image enhancement of the image. Fig. 7 
and Fig. 8 show the benign tumor image-1 and image -2 image 
enhancement using PSO, APSO, and SCA having fitness 
values of 0.4318 and 0.4417, and Fig. 9 and Fig. 10 show the 
malignant tumor image-1 and image -2 image enhancement 
using PSO, APSO, and SCA having fitness values 0.5072 and 
0.5162. Table V presents the fitness values of Benign and 
Malignant tumor image enhancement. 

TABLE V. FITNESS VALUES OF BENIGN AND MALIGNANT TUMOR IMAGE 
ENHANCEMENT 

 Fitness Value 
Algorithm Benign Malignant 

PSO 0.4367 0.5095 
APSO 0.4412 0.5085 

SCA 0.4417 0.5162 

D. Segmentation Results 
The segmentation results are presented in Fig. 11 to Fig. 14. 

Fig. 11 shows the segmentation of the brain tumor using the 
FLICM Algorithm. It is visually observed that the noise is not 
reduced up to the requirement as compared to the other 
segmentation methods due to the fuzzy factor involvement. 
Fig. 12 presents the segmentation using the KWFLICM 
segmentation technique and the segmentation accuracy is 
98.48% due to the spatial factor. Fig. 13 shows the 
segmentation by using the FRFCM Algorithm, which shows a 
better improvement in terms of accuracy to 98.84% due to the 
medial filtering in the fuzzy partition matrix and Fig. 14 shows 
the segmentation by utilizing the proposed improved FLICM 
technique which has higher accuracy of 99.12% due to 
improvement in the fuzzy factor. It is visually observed clearly 
that the proposed Improved FLICM technique has more noise 
reduction capability than the other segmentation algorithms. 
The segmentation accuracies are presented in Table VI. 

 
Fig. 11. Segmentation using FLICM Algorithm. 

 
Fig. 12. Segmentation using KWFLICM Algorithm. 
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Fig. 13. Segmentation using FRFCM Algorithm. 

 
Fig. 14. Segmentation using Proposed Improved FLICM Algorithm. 

TABLE VI. IMAGE SEGMENTATION ACCURACY 

  Noise level 

Algorithm Speckle Noise  

En FCM 97.72 

FLICM 98.11 

KWFLICM 98.48 

NDFCM 98.78 

FRFCM 98.84 

Improved FLICM 99.12 

E. Quality Measures 
To achieve the performance comparison of segmentation, 

two quality measures are considered "Structural Similarity 
(SSIM) index and the Quality Index based on Local Variance 
(QILV) [12]. SSIM is sensitive to the noise and the QILV" is 
related to the blurring of the edges of the images. On the above, 
the PSNR (Peak Signal to noise ratio) is also an important 
parameter related to noise reduction capability. It is observed 
that the PSNR is 35.39 dB for the proposed FRFLICM 
segmentation technique which is higher in comparison to the 
other FCM-based segmentation techniques, which are shown in 
Table VII. The higher value of PSNR shows a better noise 
reduction capability. Moreover, the higher value of SSIM and 
the lower value of QILV shoe the better the segmentation 
performance. 

TABLE VII. QUALITY MEASURES FOR THE MR IMAGE WITH SPECKLE 
NOISE 

 Speckle Noise 

Algorithm SSIM QILV PSNR(dB) 

En FCM 0.7748 0.7458 18.14 

FLIFCM 0.7894 0.8248 22.14 

KWFLICM 0.8287 0.8589 24.52 

NDFCM 0.8578 0.8785 26.35 

FRFCM 0.9101 0.9428 31.33 

FRFLICM 0.9758 0.9541 35.69 

F. Classifier Performance Measure 
Dataset-255 containing T2-weighted magnetic resonance 

brain images is considered for this research work. To avoid 
overfitting we have employed a 5×5 cross-validation 
procedure. "Sensitivity, specificity, accuracy" are the measure 
of system performance [12].  

FNTP
TPySensitivit
+

= ,
FPTN

TNySpecificit
+

= , 

FNFPTNTP
TNTPAccuracy

+++
+

=  

The "5×5-fold cross-validation for each run of Dataset -
255" is presented in Table VIII. Table IX shows the "5×5-fold 
cross validation" procedure for run-1 of Dataset-255. The 
calculations are considered for the modified SCA-WELM 
classifier. 

TABLE VIII. 5×5 CROSS VALIDATION FOR EACH FOLD DATASET-255 
DURING EACH RUN (SCA-WELM CLASSIFIER) 

 Fold-
1 

Fold-
2 

Fold-
3 

Fold-
4 

Fold-
5 Total Accuracy 

(%) 

Run-1 51 51 50 51 50 253 99.2156 

Run-2 51 51 50 50 51 253 99.2156 

Run-3 51 50 50 51 50 252 98.82 

Run-4 50 50 51 51 50 252 98.82 

Run-5 51 51 51 51 51 255 100 

Average Accuracy result 99.21 

TABLE IX. 5×5 CROSS VALIDATION OF RUN-1 FOR DATASET-255 (SCA-
WELM CLASSIFIER 

Fold Test instances TP FN TN FP Accuracy (%) 

Fold -1 51 43 1 7 0 98.039 

Fold -2 51 44 0 7 0 100 

Fold -3 51 43 1 7 0 98.039 

Fold -4 51 44 0 7 0 100 

Fold -5 51 43 1 7 0 98.039 

 Average Accuracy result 99.21 

TABLE X. PERFORMANCE MEASURE OF DIFFERENT CLASSIFIERS 

 Dataset -255 

Classifier Sensitivity Specificity Accuracy 
in (%) 

Computational 
Time in Seconds 

SVM 0.96 0.93 96.85 256.2356 

ELM 0.97 0.99 97.86 221.3657 

SCA-ELM 0.98 0.93 98.97 167.1478 

SCA-
WELM 0.98 0.99 99.21 97.2576 

Original Image   
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Fig. 15. Mean Square Error Results Comparison. 

The proposed SCA-WELM outperforms than other 
mentioned classifiers in terms of "sensitivity, specificity, and 
accuracy". The accuracy obtained by SVM, ELM, SCA-ELM, 
and SCA-WELM is 0.98, 0.99, and 99.21, respectively. 
Computation time for the proposed SCA-WELM is achieved as 
97.2576 seconds (see, Table X). For Dataset-255, it is observed 
from Fig. 15 that the proposed SCA-WELM model took nearly 
360 iterations to converge whereas the SVM, ELM, and SCA-
ELM took 530iterations, 580iterations, 430 iterations, and 330 
iterations respectively. From the results of mean square error, it 
is confirmed that the proposed SCA-WELM model provides 
better performances in terms of accuracy and computational 
time. 

V. CONCLUSION 
In this paper, we have proposed a sine cosine algorithm for 

image enhancement techniques to improve image quality. The 
image enhancement technique increases the contrast and 
smoothens the image by automatic pixel adjustment. A fast and 
robust FLICM-based segmentation technique has been 
employed to remove the speckle noise and detect the regions of 
the brain tumor. The comparison results are presented with 
other conventional EnFCM, FLICM, KWFLICM, NDFCM, 
and FRFCM segmentation techniques. The accuracy achieved 
by the proposed improved FLICM technique shows the 
robustness of the segmentation technique. Moreover, the higher 
values of SSIM and PSNR in the case of proposed improved 
KLICM segmentation confirm the increase in noise reduction 
capability. The segmented images undergo the GLCM feature 
extraction technique and the normalized features are presented 
for classification. The SCA optimization technique has been 
employed for the optimization of the weights of the wavelet 
extreme learning machine. The Mexican hat wavelet function 
is considered in the hidden neurons to increase the capability of 
classification. Dataset-255 has been considered for this 
research. The proposed SCA-WELM classifier model has 
outperformed in classifying the tumors into Benign and 
Malignant categories. The proposed SCA-WELM model can 
be applied for breast cancer, and liver tumor medical imaging 
classification. The proposed model will work for only features 
as input from the feature extraction methods, but not with 
images as input to the model like CNN models, which may be 

a drawback of the research, but this novel method can be 
applied for different medical images datasets. The novel level 
set method for 3D brain tumor segmentation [42] and active 
contour approaches [43] will be the future work of this 
research to have better visibility and comparison results. 
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