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Abstract—The imbalanced dataset is a prominent concern for 
automotive deep learning researchers. The proposed work 
provides a new mixed pooling strategy with enhanced 
performance for imbalanced vehicle dataset based on 
Convolution Neural Network (CNN). Pooling is crucial for 
improving spatial invariance, processing time, and overfitting in 
CNN architecture. Max and average pooling are often utilized in 
contemporary research articles. Both techniques of pooling have 
their own advantages and disadvantages. In this study, the 
advantages of both pooling algorithms are evaluated for the 
classification of three vehicles: car, bus, and truck for 
imbalanced datasets. For each epoch, the performance of max 
pooling, average pooling, and the new mixed pooling method was 
assessed using ROC, F1-score, and error rate. Comparing the 
performance of the max-pooling method to that of the average 
pooling method, it has been found that the max-pooling method 
is superior. The performance of the proposed mixed pooling 
approach is superior to that of the maximum pooling and 
average pooling methods. In terms of Receiver Operating 
Characteristics (ROC), the proposed mixed pooling technique is 
approximately 2 per cent better than the maximum pooling 
method and 8 per cent better than the mixed pooling method. 
Using a new pooling technique, the classification performance 
with an imbalanced dataset is improved, and also a novel mixed 
pooling method is proposed for the classification of vehicles. 

Keywords—Average pooling; convolution neural network; 
imbalance dataset; max pooling; mixed pooling 

I. INTRODUCTION 
Automotive companies are conducting cutting-edge 

research on vehicle platoon management to improve 'vehicle-
to-vehicle' communication for enhanced performance. Vehicle 
platoon management increases customer and societal benefits 
by attaining greater fuel efficiency, less pollution, less road 
congestion, and fewer road accidents [1] to [2]. To improve 
performance, a key feature of vehicle platoon management is 
categorizing vehicles based on their size and grouping them 
suitably to achieve reduced aerodynamic drag when driving in 
the longitudinal direction, as illustrated in Fig. 1. To achieve 
the requirement, vehicles having Advanced Driving Assistance 
System (ADAS) features such as lane-keeping, automated 
cruise control, pedestrian safety, platoon management, and 
others must have at least two cameras installed. Vehicle 
platoon management is also categorized as ADAS [3], which 
falls within the L2 and L3 levels of vehicle automation. As 
vehicle automation level increases from L1 to L5 then vehicle 

intelligence should also increase to improve safety. 
Considering the features given by automotive manufacturers 
for modern vehicles, it is clear that camera utilization is 
expanding day by day, necessitating further study into image 
processing algorithms. Strict safety requirement calls for the 
need for more cameras in vehicles along with other sensors. As 
the number of cameras on a vehicle increases, image 
processing output will become more vital for controlling the 
vehicle according to safety requirements. 

CNN has been widely used in vehicle image processing 
applications like pedestrian safety [4], vehicle classification 
[5,6,7], and many more applications. The focus of current 
research is on categorizing vehicles by type, which is the initial 
stage in vehicle platoon management before combining them 
for greater efficiency. To begin with car, bus, and truck are 
three classes of vehicles that are regularly seen on highways, 
and these three have been taken into consideration for 
experimental work using CNN. To train the CNN algorithms, 
high-quality and sufficient volumes of images are required. 
Unlike other applications where image datasets are publicly 
available, such as medical imaging, sign language 
identification, pattern recognition, and so on, the availability of 
vehicle image datasets is limited. Open repository datasets may 
not contain all of the images needed to do experimental work 
on the specified topic. In another instance, researchers have 
created datasets for vehicle rear parts in [8], and a few vehicle 
datasets are published in open source PKU-VD [9], VeRi-776 
[10], VehicleID [11], as well as different vehicle datasets are 
available for smart city study [12]. But, to get dataset access 
from open source, researchers need to get approval from the 
owners. However, researchers must obtain permission from the 
owners of open-source datasets to access them. Still, 
sometimes delays or no response can be expected when 
seeking approval from the owners. There are few open access 
datasets for automotive applications [14,15,16]. While 
developing required image dataset, all this leads to an 
imbalanced image dataset collection, which is a prevalent 
problem in the automotive arena. In multiclass analysis, 
imbalance datasets indicate that the dataset's distribution 
includes unequal amounts of images for each class. Uneven 
quantities of images will impact the accuracy of the learning 
algorithms. In comparison to the amount of car images, the 
availability of images in open source for bus and truck images 
are minimal. As a result, various image augmentation 
techniques such as flipping, rotation, cropping, and so on are 
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used to increase the quantity of bus and truck images. 
Therefore, to increase the classification performance even with 
an imbalanced dataset a mixed pooling approach has been 
proposed in this research. In the further sections deal with the 

works carried out related to vehicle classification using CNN 
and the motivation behind the mixed pooling implementation 
to improve the performance of the CNN learning algorithm for 
the imbalance vehicle datasets has been explained. 

 
Fig. 1. Example for Three Vehicles in Platoon Management, Where the First Vehicle is called as Lead Vehicle and subsequent Two Vehicles are called as 

Follower-1 and Follower-2. Vehicles Separated from each with Distance - d. 

II. RELATED WORK 
Deep Learning methods for image processing currently 

dominate computer vision, particularly for image recognition 
related applications. Several works utilising Deep Learning for 
vehicle detection are documented in the literature. 

Using the CNN deep learning technique, [23] proposed a 
daytime vehicle detection system. Using appearance-based 
feature extraction techniques, the experiment yielded improved 
results. Fast R–CNN-based vehicle classification algorithm for 
real-time traffic surveillance was developed by Wang et al. 
[24]. A dataset of 60,000 images depicting traffic junction was 
compiled and divided into training and tested data, on which 
the suggested approach achieved an accuracy of 80.051%. 
Chauhan et al. [25] have developed a CNN-based framework 
for the classification and counting of vehicles on highways. On 
the collected dataset of 5,562 CCTV camera videos of highway 
traffic, the suggested framework achieved 75 percent MAP. Jo 
et al. [13] have suggested a GoogLeNet framework for vehicle 
categorization based on transfer learning. The authors 
demonstrated that the provided classifier achieved a 0.983% 
accuracy rate on the ILSVRC-2012 data set. Chia-Chi Tsai et 
al., 2018 [17], developed an improved Convolutional Neural 
Network architecture based on deep learning methods for 
intelligent transportation applications. Improved Spatio-
Temporal Sample Consensus is the name of a method 
developed by Yu Wang et al. [26] for detecting and classifying 
moving vehicles. First, the moving vehicles are detected using 
the Spatio Temporal Sample Consensus technique, based on 
the brightness variation and shadow of the vehicles. In 
addition, using feature fusion algorithms, the objects are 
categorised based on area, face, licence plate, and vehicle 
symmetry characteristics. In the study proposed by Kaiming 
He [18], the deep networks are equipped with the pooling 
approach called spatial pyramid pooling. This eliminates the 
requirement of fixed size image being given as input to the 
network. The novel network structure, termed SPP-net, may 
provide a fixed-length representation independent of image 
size/scale. Pyramid pooling is also robust to object 
deformations. With these features, SPP-net improves all CNN-
based image classification algorithms. 

Deep feature-based techniques can effectively improve the 
accuracy of vehicle classification, but they require an 
enormous quantity of data to attain considerable accuracy. 
Hence, in this current work an attempt has been made to 
achieve good accuracy with moderate dataset size. 

III. MOTIVATION 
CNN's components include a convolution layer, a pooling 

layer, and a flattening layer that performs feature extraction 
and uses the output of the flattening vector for classification. 
The convolution layer performs a linear operation that extracts 
a feature map from an image. For the given image, the ith 
convolution layer generates ith output feature map and it can be 
represented as mentioned in (1) where ‘wi’ is kernel or filter 
and ‘x’ is the input image with 2D convolution operator and y 
is an output. 

yi = f(wi ∗ x)               (1) 

The kernel used in convolution will travel across the image 
left to right and top to bottom, the amount of movement for the 
given input image depends on the input image size and kernel 
size. The activation function in the convolution layer produces 
a feature map, which is fed into the pooling layer. Pooling is a 
nonlinear function that generates output by summing the net of 
certain pixel positions. The pooling layer has numerous 
advantages in CNN architecture, including improved 
processing time, noise invariance, and overfitting. In the 
following sections below some of the most commonly utilized 
pooling strategies are discussed. 

A. Max Pooling 
Max Pooling selects the maximum value in the feature map 

for the selected filter dimension. Here computation has made 
faster [19, 20] because of the elimination of non- max values 
and the output of the max pool will reduce from X to Y as 
mentioned in Fig. 2. By selecting the max value in the feature 
map, max-pooling picks the brightest pixel from the given 
image. Max pooling can be represented mathematically as 
given in (2). Where for given ith feature map x is the input 
element at (p,q) within pooling region Rjk which represents 
local neighbourhood position (j,k)with output y. 

yijk = max
(p,q)∈Rjk

(xipq)             (2) 
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Fig. 2. Toy Example to Illustrate 2x2 Max, Average and Mixed Pooling 

Principle. 

B. Average Pooling 
Average pooling selects the average value in the feature 

map for the selected filter dimension. The computation is faster 
[21] since it selects the average value of each region and the 
output value is lowered from X to Y, as illustrated in Fig. 2. By 
selecting the average value in the feature map, average pooling 
picks the average pixel from the given image. Average pooling 
is represented mathematically as given in (3). Where for given 
ith feature map x is the input element at (p,q) within pooling 
region Rjk which represents local neighbourhood position 
(j,k)with output y. 

yijk = 1
|Rjk|

∑ xipq(p,q)∈xRjk              (3) 

C. Mixed Pooling 
Max pooling performance will degrade when the feature 

map has a low pixel value and average pooling performance 
will degrade when the feature map has high pixel values. To 
overcome this problem, mixed pooling approach has been 
implemented [22]. As illustrated in Fig. 2, the mixed pooling 
approach combines both max and average pooling by picking 
any one method during execution. Mixed pooling can be 
represented as in (4). Where λ can be 1 or 0 and is chosen at 
random; pooling strategy is average if λ is 0 and pooling 
strategy is to max if λ is 1. 

𝑦𝑖𝑗𝑘 = 𝜆 max(𝑝,𝑞)∈𝑅𝑗𝑘 𝑥𝑖𝑝𝑞 + (1 − 𝜆) 1
|𝑅𝑗𝑘|

∑ 𝑥𝑖𝑝𝑞(𝑝,𝑞)∈𝑥𝑅𝑗𝑘    (4) 

D. Proposed Novel Method 
In the current work, novel pooling method has been 

proposed to get the benefits of mixed and max pooling. 
Because mixed pooling has the advantage of taking into 
account both the max and average value of the pixels, it has 
been implemented after the first layer of convolution, and max 
pooling has been implemented in the second and third layer 
pooling, as shown in Fig. 3 for a three-layer CNN. The 
proposed method has the advantage that once the first 
convolution layer captures the maximum needed feature using 
mixed pooling; the subsequent layer using max pooling will 
reinforce the features. 

IV. METHODOLOGY 
The present work begins with gathering bus, car, and truck 

images and creating the requirement dataset for the vehicle 
platoon environment. With the developed dataset training, 
testing and validation has been performed for three different 
pooling scenarios as presented in Fig. 3. Performance 
evaluation for all three pooling scenarios has been visualized 
using ROC Curve. 

A. Dataset Creation 
To undertake experimental work in deep learning, the first 

step is to develop a suitable image dataset to train the deep 
learning algorithm. The car images were acquired from an 
open-source repository [14], the bus images were acquired 
from an open-source repository [15], and truck images were 
acquired from the open-source repository [16]. There were 
approximately 3000 images available for truck and bus, and 
nearly 8000 images were acquired for the car vehicle class. The 
image data size for bus and truck has been increased from 3000 
images to 5000 images using image augmentation techniques. 
Different image augmentation techniques like padding, flip, 
rotate, tilt, blur, crop, adding noise, etc. have been incorporated 
based on the available images. Therefore, the total number of 
images used to conduct the experiment is 5000 for the bus and 
truck classes and 8000 for the vehicle class. 
B. Training, Testing and Validation Dataset 

As demonstrated in Fig. 4 by utilizing open source and 
different augmentation techniques final dataset has been 
created. The training and testing ratio are set at 80% and 20%, 
respectively. To optimize the CNN algorithm's learning 
performance, 20% validation datasets were used. 

C. CNN Architecture 
As mentioned earlier, a three-layer Convolution Neural 

Network has been implemented as shown in Fig. 5. The 
experiment has been carried out using Python 3.7.9, with IDE 
PyCharm and OpenCV Library. The CNN architecture has 
taken care of feature extraction, including filtering, image 
segmentation, and image enhancement for images that are 64 
by 64 in size. 

CNN model consists of convolution layer, pooling layer, 
fully connected layer, and output layer. The first convolution 
layer consists of 32 filters, followed by 64 filters in the second 
and third layers. Padding has been considered to maintain input 
and output image size. Three alternative pooling strategies 
have been studied in terms of pooling techniques. In Scenario-
1, all three pooling configurations are max pooling. In 
Scenario-2, all three pooling configurations are mixed pooling 
and in Scenario-3 the first pooling configuration is mixed 
pooling and the second two pooling configurations are max 
pooling. The output of pooling with window size 2 and stride 
size 2 is fed to the size 2 of the fully connected layer. The fully 
connected layer is the deep layer which is used for 
classification. Finally, the fully connected layer passes its input 
to softmax with 2 layers for the final classified image output. 
Each scenario's output is executed in three distinct steps, and 
the outcomes are summarized and discussed in the following 
section. 
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Fig. 3. Proposed Architecture Where the First Pooling Layer will be mixed and the subsequent Pooling Layer will be Max. 

 
Fig. 4. Training Dataset 80% and Testing Dataset 20 %, for Fine-tuning the Learning Algorithm 20% of the Validation Dataset has been used. 

472 | P a g e  
www.ijacsa.thesai.org 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 13, No. 7, 2022 

 
Fig. 5. Implementation Methodology. 

D. Performance Evaluation 
Standard formulae of accuracy, precision, recall, and F1 

score, as indicated (5) through (8), were used to evaluate the 
performance of three distinct pooling procedures. Here, True 
Positive (TP) is a correctly predicted class, False Positive (FP) 
is a label that does not belong to class but is predicted as 
positive, True Negative (TN) is the correctly predicted for class 
that does not belong to the class, False Negative (FN) is 
wrongly predicted for class that does not belong to the class. 

Accuracy = (TP + TN)
 (TP + TN+ FP+ FN)

              (5) 

Precision = TP
 (TP+ FP )

                (6) 

 Recall = TP
 (TP + FN )

               (7) 

F1 Score = 2 x TP
 ((2 x TP) +FP+ FN )

             (8) 

V. RESULTS AND DISCUSSION 
As depicted in Fig. 5. imbalance image datasets were fed 

into the CNN model and run individually for each of the three 
cases and the results obtained are as shown in Fig. 6. In Fig. 6, 
label 0 denotes the bus class, label 1denotes the car class, and 
label 2 denoted the truck class. ROC graphs are also being used 
to visualize the results of Scenario-1, Scenario-2, and Scenario-
3 as illustrated in Fig. 7, Fig. 8, and Fig. 9, respectively. 

A. Scenario-1(All Three Max Pooling) 
Fig. 7 illustrates the accuracy attained for all three classes 

using the ROC curve for Scenario-1. The acquired findings 
show that the achieved average accuracy is 98 % with 100 % 

accuracy for vehicle classification and 95 % and 97 %accuracy 
for bus and truck classification. After execution, false-positives 
for bus and truck are 150 and 250 images, respectively, and 
false-negatives are 250 and 150 images for the 20% overall 
dataset during testing. 

B. Scenario -2 (All Three Mixed Pooling) 
The ROC curve for Scenario-2 is shown in Fig. 8. The 

average accuracy achieved is 98%, with 100% classification 
for car class and 94 % and 97 % for bus and truck class, 
respectively. The false-positive rate for bus and truck is 150 
and 300 images, respectively, whereas the false-negative rate 
for the 20% overall dataset during testing is 300 and 150 
images. 

 
Fig. 6. Predicted Output (Label Convention: Label 0 -Bus, Label 1- Car, 

Label 2-truck). 
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Fig. 7. ROC for Scenario-1, Where Class 0 is for Bus, Class 1 is for Car and 

Class 2 is for Truck. 

 
Fig. 8. ROC for Scenario-2, where Class 0 is for Bus, Class 1 is for Car and 

Class 2 is for Truck. 

C. Scenario-3 (New Mixed Pooling) 
Fig. 9 depicts the ROC curve for Scenario-3. While 100% 

of cars are correctly classified, 94% and 97% of buses and 
trucks are correctly classified. The number of false-positive 
images for the bus and truck is 150 and 50 respectively and the 
number of false-negative images is 50 and 150, respectively for 
the 20% overall dataset during testing. 

D. Epoch Error Rate 
From Fig. 10, it can be observed that the learning cycle has 

been completed nearly at 50 epochs for all three scenarios. 
However, in the proposed methodology, the pooling error rate 
is decreased to 0.7 percent, whereas the error rate in max-
pooling is 1% and 1.4 per cent in mixed pooling. 

 
Fig. 9. ROC for Scenario-3, Where Class 0 is for Bus, Class 1 is for Car and 

Class 2 is for Truck. 

 
Fig. 10. Performance at different Epochs of for Three different Pooling 

Scenarios. 

E. Overall Performance Evaluation 
As the literature review reveals no evidence of deep 

learning based vehicle grouping to aid in vehicle platoon 
management, an attempt has been made where the proposed 
methodology enhances the performance of vehicle 
classification using an imbalanced image dataset. For the three 
different situations that were taken into consideration for the 
experimentation, Table I list the performance metric values for 
accuracy, precision, recall, and f1-score for multiclass vehicle 
classification. From the experimental outcomes, it can be 
inferred that the suggested strategy outperformed other 
methods while using its own dataset for the platoon 
management system. 

To demonstrate the improved performance of the proposed 
method, the results obtained from the proposed method is 
compared with the other methods as shown in Table II. The 
proposed method also shows a consistent classification 
performance for all the vehicle classes. 
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TABLE I. SUMMARY OF THE PERFORMANCE EVALUATION FOR ALL 
THREE SCENARIOS 

Class Performance 
Metric 

Scenari-1 
output in % 

Scenari-2 
output in % 

Scenari-3 
output in % 

BUS 

Accuracy 95 94 97 

Precision 97 97 99 

Recall 95 95 97 

F1 Score 96 95 98 

Car 

Accuracy 100 100 100 

Precision 100 100 100 

Recall 100 100 100 

F1 Score 100 100 100 

Truck 

Accuracy 97 97 99 

Precision 95 94 97 

Recall 97 97 97 

F1 Score 96 96 98 

Bus, 
Car & 
Truck 

Average 
Accuracy in % 
for all 3 class 

98 97 99 

Bus, 
Car & 
Truck 

Average error 
rate in % at 
epoch 50 

1.4 1 0.7 

TABLE II. PERFORMANCE COMPARISON WITH PROPOSED METHOD TO 
OTHER METHODS 

Method 

Vehicle 
class 
considere
d 

Accuracy Precision Recall F1 Score 

F-RCNN 
(8) 

Bike , Bus 
and Truck 94.4 88.6 93.5 88 

YOLO 
(7) 

Bus, Car, 
and Truck 99 Not  

applicable 
Not 
applicable 

Not 
applicable 

CNN-
Super 
learner 
(6) 

Bus, Car, 
Truck, 
Pedestrian, 
and Bike 

99 98 98 99 

Propose
d 
method 

Bus, Car, 
Truck 99 99 99 99 

VI. CONCLUSION 
A frequent challenge in deep learning-based vehicle 

classification task is obtaining sufficient visual data for the 
experimentation. In this regard, a customized dataset for 
vehicle platoon management has been created combining open 
source repositories and employing image augmentation 
techniques. The customized dataset has resulted in an 
imbalanced dataset consisting of 8000 car images, 5000 bus 
images, and 5000 truck images. The analyses carried out 
showed that, the performance of classification algorithm with 
existing methods considering the imbalance dataset is 
inconsistent across all vehicle classes, lowering the overall 
performance of the classification task. Whereas, the proposed 
novel mixed pooling method with three-layer CNN architecture 
performs significantly well even for the imbalanced dataset. 

This also highlights the importance of pooling in CNN. 
Additionally, the selection of the optimal pooling mechanism 
plays crucial role in optimising the efficiency of the learning 
algorithm in a CNN architecture. Employing the proposed 
method, experimental results show that the suggested strategy 
outperforms the traditional max and mixed pooling approaches 
by 2% and 8%, respectively for the imbalanced bus and truck 
datasets. From the accuracy gained using the proposed method, 
it is evident that selecting the optimal pooling mechanism is 
crucial for boosting the performance of CNN architecture. 
Thus, proposed mixed pooling method outperformed other 
methods on the imbalance dataset. Further research will focus 
on the performance of the proposed mixed pooling technique 
with additional CNN layers and a larger number of epochs. 
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