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Abstract—This paper proposes a blind and robust image 

watermarking technique using Discrete Cosine Transform (DCT) 

for copyright protection on color images called BRIW-DCT. 

Each channel of the host image is divided into non-overlapping 

image blocks with the size of 8×8 pixels. Each image block is 

transformed into a frequency domain using the DCT 

transformation. The watermark image is embedded into the host 

image by modifying the 11th to the 15th DCT coefficient. The 

experimental result shows that the watermarked image achieved 

a high PSNR value of 50.4489 dB and a high SSIM value of 

0.9991. Furthermore, various attacks are performed on the 

watermarked image. BRIW-DCT can successfully recover the 

watermark image from the tampered image, which produces a 

high NC value of 0.7805 and a low BER value of 0.1126. 
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I. INTRODUCTION 

The development of internet technology in recent years has 
contributed to the birth of social media platforms. The 
advancement of the mobile operating system such as Android 
and iOS also contributes to the growth of social media users 
[1]–[4]. Everyone can share their data seamlessly across many 
social media platforms. One type of data is a multimedia 
image. The multimedia image is created using a camera and 
various available editing software [5]–[11]. The image itself is 
then uploaded to the social media platform. Everyone can 
download and re-upload the image on another platform. This 
action may violate the copyright and ownership of the image. 
In order to protect the ownership of the image, some artist 
commonly adds a visible watermark to the image. However, 
someone who has skill in image editing software may remove 
or replace the watermark on the image. As a result, the owner 
of the image has lost the intellectual property of that image. 
To solve this problem, researchers have developed an invisible 
watermark to protect the ownership of the image [12]–[18]. 

There are three categories of invisible image 
watermarking: robust, semi-fragile, and fragile image 
watermarking. A fragile image watermarking scheme embeds 
the watermark image into the host image in the original 
domain of the image, which is the spatial domain. The 
watermark embedding is performed on the Least Significant 
Bit (LSB) of the image. While semi-fragile and robust 
watermarking embed the watermark data in the transform 
domain, such as Discrete Cosine Transform (DCT) [19]–[28], 
Discrete Wavelet Transform (DWT) [29]–[37], and Singular 
Value Decomposition (SVD) [38]–[46]. Based on the 

objective, fragile and semi-fragile watermarking is commonly 
utilized for image authentication. In contrast, robust 
watermarking is widely used for copyright protection. In 
image authentication, the embedded watermark data must be 
sensitive to any modification to the image. Thus, if an image 
area is modified, the technique can localize the tampered area 
[47]–[50]. In contrast, in copyright protection, the watermark 
data must be preserved for any modification to the image, 
such as image compression [51]–[60]. Thus, it is called robust 
watermarking. 

The watermarking process consists of two steps: 
embedding and extracting the watermark data [61]. The owner 
of the digital image does watermark embedding the first time 
the image is created. The image itself is then uploaded to the 
internet. If someone steals and modifies that image, then the 
owner can prove his ownership through watermark extraction 
from the modified image [62]. The extracted watermark then 
can be used as evidence in the court for justice. There are 
three techniques in the watermark extraction process: semi-
blind, blind, and non-blind watermarking [63]. The non-blind 
technique requires the information from the host image and 
the watermark logo in the extraction process. The semi-blind 
technique requires additional information, such as the 
embedding region coordinates. In contrast, the blind technique 
does not require any information from the host image. Thus, 
the blind technique is the most efficient method in the robust 
image watermarking. 

This paper proposes a blind and robust image 
watermarking scheme primarily used for copyright protection, 
namely BRIW-DCT. At first, the scheme divides the host 
image into three RGB channels. Each channel is divided into 
non-overlapping image blocks with the size of 8×8 pixels. 
Each block is then transformed into the frequency domain 
using the DCT. Each pixel of the watermark data is embedded 
into each block by modifying the 11th to the 15th DCT 
coefficient. The selected embedding location is considered the 
optimum for embedding without corrupting the host image. 
Once the watermark data is embedded, the inverse DCT is 
performed to reveal the watermarked image. The watermarked 
image can then be distributed safely through the internet. The 
evaluation of the watermarked image is computed using 
Structural Similarity Index Measure (SSIM) and Peak Signal 
to Noise Ratio (PSNR). While the extraction of the watermark 
data is measured using Normalized Cross-Correlation (NC) 
and Bit Error Rate (BER). 

The rest of this article is organized as follows: Section II 
presents the related works of the existing robust watermarking 
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techniques. The proposed method is explained in Section III. 
The experimental result and analysis are shown in Section IV. 
Finally, Section V concludes this research. 

II. RELATED WORK 

Yousevi et al. [12] presented a blind robust image 
watermarking scheme on color images using the Integer 
Wavelet Transform (IWT). The scheme divided the color 
image into non-overlapping image blocks with the size of 4×4 
pixels. Next, each block was transformed into a frequency 
domain using IWT. The low sub-band is selected as the 
embedding location of the watermark data to improve the 
watermarked image quality. The watermark data is embedded 
in a chaotic manner using the Lyapunov exponent. This 
process prevents the illegal extraction of the watermark data. 
Furthermore, the chaotic map is randomized using the Pseudo-
Random Number Generator (PRNG). The experiments apply 
various attacks to the watermarked image, such as salt and 
pepper, low pass filtering, cropping, blurring, etc. The 
experimental result shows that the scheme successfully 
embeds the watermark data into the host image. However, the 
extracted watermark doesn’t reach a satisfactory level of 
imperceptibility. Thus, the technique can be improved further. 

Zermi et al. [13] presented a robust digital watermarking 
scheme using DWT and SVD for medical images. The host 
image is transformed into a frequency domain using DWT. 
Furthermore, the LL sub-band is transformed using SVD. The 
watermark data is then embedded into the SVD coefficient 
matrix. The watermark data itself is generated from the 
electronic patient record. The watermark data is then 
formatted into a binary sequence of data and hashed using the 
MD5 function. The experiment was performed using the 
Ocular Disease Intelligent Recognition (ODIR) database. The 
images are tampered with using various tampering methods 
such as JPEG compression, average filtering, gamma 
correction, sharpening, and scaling. The experimental results 
showed that the scheme could maintain the imperceptibility of 
the watermarked image. The scheme was also robust against 
several conventional attacks. However, the scheme has the 
limitation of usage on the medical images. The scheme can be 
further improved to support various types of multimedia 
images. 

Begum et al. [14] presented a hybrid and robust 
watermarking scheme using DCT, DWT, and SVD. The 
Arnold map was used to encrypt the watermark image. The 
host image was transformed in the frequency domain using 
DCT followed by DWT and finalized using SVD. The 
experiment was conducted using various tampering attacks 
such as median filter and rotation attacks. The experimental 
result shows that the scheme achieved high robustness against 
multiple attacks. However, the utilization of two transform 
domains led to high computational costs. Thus, the scheme 
can further be improved to reduce the computational cost 
while maintaining robustness. 

Fares et al. [15] presented a blind robust image 
watermarking based on the Fourier transform. Fourier 
transform is the first introduced frequency domain 
transformation in signal processing research. The scheme 
separated the color images into each RGB component. The 

Fourier transform is applied individually on each channel. 
Furthermore, multiple variants of the Fourier transform were 
utilized. Those variants are Fractional Fourier Transform 
(FFT), Quaternion Discrete Fourier Transform (QDFT), and 
Discrete Fourier Transform (DFT). The watermark image was 
inserted into the selected coefficient of the Fourier Transform. 
Once the watermark data was embedded, the inverse 
transformation was performed to produce the watermarked 
image. The experiment was done using multiple attack 
scenarios such as histogram equalization, blurring, rescaling, 
Gaussian noise, rotation, and JPEG compression. The 
experimental results showed that the scheme successfully 
embedded the watermark data into the host image. In addition, 
the scheme could also extract the watermark data under 
various attack scenarios. However, the extracted watermark 
quality can still be improved further. 

Laxmanika and Singh [16] presented a robust image 
watermarking scheme using DWT, SVD, DCT, Particle 
Swarm Optimization (PSO), and Bi-dimensional Empirical 
Mode Decomposition (BEMD). The host image is 
decomposed using 2nd level DWT into sub-bands. The 
selected bands were then decomposed further using the 
BEMD. To optimize the searching of complex 
multidimensional data, the PSO was implemented. 
Furthermore, the DCT followed by SVD is applied to the 
selected band. In his research, the security key was utilized in 
the embedding process. The extraction process extracted the 
watermark data in reverse. The experimental result showed 
that the scheme was robust in restoring the watermark data 
after various attacks were applied to the watermarked image. 
However, excessive use of multiple transform domains led to 
a high computational cost. Therefore, the scheme can be 
further improved to reduce the computational time. 

Thanki et al. [17] presented a blind watermarking scheme 
using Discrete Curvelet Transform (DCuT) and Redundant 
Discrete Wavelet Transform (RDWT). It combined two 
transformation domains to improve the imperceptibility of the 
watermarked image. A hybrid coefficient is selected from a 
single-level RDWT and the high-frequency DCuT. At first, 
the scheme implemented DCuT. The scheme then took the 
high-frequency coefficient and transformed it into RDWT. 
The watermark data was embedded into the LH sub-band of 
RDWT. The scheme also implemented Arnold Transform and 
Pseudo-random Noise (PN) sequences to scramble the 
watermark data. The scheme implemented multiple scaling 
factors between 5 and 40. In a lower scaling factor value, the 
scheme produced a high imperceptibility. However, the 
robustness was sacrificed. In contrast, the scheme achieved 
high robustness on a high scaling factor value while 
sacrificing imperceptibility. In addition, utilizing multiple 
transform domains has contributed to high computational 
complexity, reducing the watermark embedding speed. Thus, 
the scheme can be improved further. 

Abdulrahman and Ozturk [18] presented a robust color 
image watermarking using DCT and DWT transformation. 
The DCT and DWT were applied to each of the RGB 
components. The scheme also used Arnold Transform to 
scramble the watermark data from a grayscale watermark 
image. Various image processing attacks are applied to the 
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image, such as filtering, JPEG compression, resizing, and 
rotating. The experimental result has shown that the scheme 
can produce a high imperceptibility on a low scaling factor 
and high robustness on high scaling factors. However, the 
dual-domain approach has contributed to high computational 
costs. Hence, improvements are required. 

III. PROPOSED METHOD 

Eight color images from the SIPI-USC image database are 
utilized as the dataset for this research. University of Southern 
California (USC) provided this image for image processing 
research. Each image has a size of 512×512 pixels. 
Furthermore, many researchers used these images to 
experiment in the image watermarking field. The images are 
shown in Fig. 1. 

    
(a) (b) (c) (d) 

    
(e) (f) (g) (h) 

Fig. 1. The Host Images (a) Airplane (b) Baboon (c) House (d) Lena (e) 

Peppers (f) Sailboat (g) Splash (h) Tiffany. 

A. Watermark Embedding 

The scheme embeds the watermark data into the host 
images. Each of the host images in Fig. 1 will undergo the 
watermark embedding process, as visualized in Fig. 2. 

 

Fig. 2. BRIW-DCT Watermark Embedding Process. 

According to Fig. 2, the embedding watermark process 
starts from the host image divided into RGB channels. Each 
channel is divided into non-overlapping image blocks with the 
size of 8×8 pixels. Next, each block is transformed using DCT 
into a frequency domain. The watermark data is then 
embedded into the selected DCT coefficient. The watermark 
itself is taken from the logo of Universitas Amikom 
Yogyakarta. The watermark image is stored in the binary 
black-and-white image with the size of 64×64 pixels. There 
are 64 coefficients for each block, as visualized in Fig. 3. 

BRIW-DCT embeds the watermark data into the DCT 
coefficient, which has a low frequency between the 11th to the 
15th. The purpose of the low-frequency selected DCT 
coefficient is to ensure the robustness of BRIW-DCT. Once 
the watermark data is embedded, the DCT coefficient is 
inverted into the spatial domain. Each block is then merged 
into a channel. And each channel is merged into the 
watermarked image. The watermark embedding process is 
also explained in Algorithm 1. 

Algorithm 1. BRIW-DCT watermark embedding algorithm 

Input: host, watermark 

1 [height, width, channel] = size(host); 

2 blockSize = 8; 

3 blockHeight = ceil(height / blockSize); 

4 blockWidth = ceil(width / blockSize); 

5 watermarked = zeros(height, width, channel, 'uint8'); 

6 for y = 1:blockHeight 

7  yMax = y * blockSize; 

8  yMin = yMax - blockSize + 1; 

9  for x = 1:blockWidth 

10  xMax = x * blockSize; 

11  xMin = xMax - blockSize + 1; 

12  block = host(yMin:yMax, xMin:xMax, :); 

13  watermarked(yMin:yMax, xMin:xMax, :) = 

embedBlock(block, watermark(y, x)); 

14  end 

15 end 

16 function output = embedBlock(input, wm) 

17  [~, ~, channel] = size(input); 

18  scale = 4; 

19  output = input; 

20  for c = 1:channel 

21  block = input(:, :, c); 

22  dct = dct2(block); 

23  dct(1, 5) = writeWm(dct(1, 5), scale, wm); 

24  dct(2, 4) = writeWm(dct(2, 4), scale, wm); 

25  dct(3, 3) = writeWm(dct(3, 3), scale, wm); 

26  dct(4, 2) = writeWm(dct(4, 2), scale, wm); 

27  dct(5, 1) = writeWm(dct(5, 1), scale, wm); 

28  idct = uint8(idct2(dct)); 

29  output(:, :, c) = idct; 

30  end 

31 end 

32 function output = writeWm(input, scale, wm) 

33  base = (fix(input / scale) * scale); 

34  offset = (wm * scale / 2); 

35  output = base + offset; 

36 end 

Output: watermarked 
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Fig. 3. Selected DCT Coefficients for Embedding. 

According to Algorithm 1, the input of the algorithm is the 
host image and the watermark image. The output of the 
algorithm is the watermarked image. The watermark 
embedding is defined in the embedBlock() function. The DCT 
coefficient modification is defined in writeWm() function. The 
DCT transformation and inversion process are shown in Line 
22 and 28, respectively. The watermark data is embedded in 
the five selected DCT coefficients on each RGB component 
for redundancy. Thus, if one watermark is broken, another 
watermark data can be extracted. 

B. Watermark Extraction 

Once the watermark data is successfully embedded into the 
host image, the watermarked image is ready to be distributed 
on the internet safely. If the image is misused and modified by 
an unauthorized user, the actual owner of the image can 
perform the extraction process to reveal the watermark data. 
The extraction process is explained in Fig. 4. 

 

Fig. 4. BRIW-DCT Watermark Extraction Process. 

Based on Fig. 4, the tampered image is divided into RGB 
channels. Each channel is then divided into non-overlapping 
blocks of 8×8 pixels. The tampered image is then transformed 
using DCT into the frequency domain. The scheme then 
selects the 11th up to 15th DCT coefficient of each block to 
extract the watermark bit. The watermark bit of each block is 
merged into 64×64 pixels of watermark data, producing a 
binary watermark image. The extraction process of the 
watermark image is also explained in Algorithm 2. 

Algorithm 2: The watermark extraction algorithm 

Input: tampered 

1 [height, width, channel] = size(tampered); 

2 blockSize = 8; 

3 blockHeight = ceil(height / blockSize); 

4 blockWidth = ceil(width / blockSize); 

5 watermark = zeros(blockHeight, blockWidth, 'logical'); 

6 for y = 1:blockHeight 

7  yMax = y * blockSize; 

8  yMin = yMax - blockSize + 1; 

9  for x = 1:blockWidth 

10  xMax = x * blockSize; 

11  xMin = xMax - blockSize + 1; 

12  block = tampered(yMin:yMax, xMin:xMax, :); 

13  watermark(yMin:yMax, xMin:xMax, :) = extractBlock(block); 

14  end 

15 end 

16 function output = extractBlock (input) 

17  [~, ~, channel] = size(input); 

18  scale = 4; 

19  out = zeros(channel, 1, 'logical'); 

20  for c = 1:channel 

21  wm = zeros(1, 3, 'logical'); 

22  block = input(:, :, c); 

23  dct = dct2(block); 

24  wm(1) = readWm(dct(1, 5), scale); 

25  wm(2) = readWm(dct(2, 4), scale); 

26  wm(3) = readWm(dct(3, 3), scale); 

27  wm(4) = readWm(dct(4, 2), scale); 

28  wm(5) = readWm(dct(5, 1), scale); 

29  out(c) = nnz(wm == 1) > 2; 

30  end 

31  output = nnz(out == 1) > 1; 

32 end 

33 function output = readWm (input, scale) 

34  coef = mod(input, scale); 

35  limit = scale / 4; 

36  output = limit < coef && coef < limit * 3; 

37 end 

Output: watermark 

Based on Algorithm 2, the input of the algorithm is the 
tampered image. The output of the algorithm is the watermark 
image. The watermark extraction is defined in the 
extractBlock() function. The selected DCT coefficient 
extraction process is defined in readWm() function. The DCT 
transformation process is shown in Line 23. 

C. Performance Evaluation 

In order to measure the imperceptibility of the 
watermarked image, the scheme computes the PSNR and 
SSIM of the watermarked image. A high PSNR and SSIM 
value represents an insignificant difference between the host 
and watermarked images. Both measurements are commonly 
used in the field of image watermarking. The PSNR is 
defined by: 
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𝑀𝑆𝐸 =  
1

𝑀𝑁
∑ ∑ (𝑝(𝑖, 𝑗) − 𝑞(𝑖, 𝑗))

2𝑁
𝑗=1

𝑀
𝑖=1            (1) 

𝑃𝑆𝑁𝑅 = 10 𝑙𝑜𝑔10 (
2552

𝑀𝑆𝐸
)             (2) 

where p represents the host image, q represents the 
watermarked image, i and j represent the pixel coordinates. 
The PSNR values are represented in decibel (dB). Typically, 
the human visual system cannot distinguish two images with a 
PSNR value above 40 dB. The SSIM is defined by: 

𝑆𝑆𝐼𝑀(𝑖, 𝑗) =  [𝑙(𝑖, 𝑗)]𝛼 · [𝑐(𝑖, 𝑗)]𝛽 · [𝑠(𝑖, 𝑗)]𝛾           (3) 

𝑙(𝑝, 𝑞) =
2μ𝑝μ𝑞+𝐷1

μ𝑝
2 +μ𝑞

2+𝐷1
             (4) 

𝑐(𝑝, 𝑞) =
2σ𝑝σ𝑞+𝐷2

σ𝑝
2 +σ𝑞

2+𝐷2
             (5) 

𝑠(𝑝, 𝑞) =
σ𝑝𝑞+𝐷3

σ𝑝σ𝑞+𝐷3
             (6) 

where l is the luminance function to measure the closeness 
of the luminance of two images, c is the function of contrast to 
compute the contrast similarity of two images, s is the 
function of the structure to calculate the correlation coefficient 
between two images, D1, D2, and D3 are constants with 
positive values. The SSIM utilizes the human visual system to 
measure the similarity between two images. Thus, it is 
considered more accurate compared to PSNR measurement. 
The robustness is measured using Bit Error Rate (BER) and 
Normalized Cross-Correlation (NC). The BER and NC are 
defined by: 

𝐵𝐸𝑅 =  
∑ ∑ 𝑤(𝑖,𝑗)⊕𝑒(𝑖,𝑗)𝑁

𝑗=1
𝑀
𝑖=1

𝑀×𝑁
            (7) 

𝑁𝐶 =  
∑ ∑ 𝑤(𝑖,𝑗).𝑒(𝑖,𝑗)𝑁

𝑗=1
𝑀
𝑖=1

√∑ ∑ 𝑤(𝑖,𝑗)2𝑁
𝑗=1

𝑀
𝑖=1  ∑ ∑ 𝑒(𝑖,𝑗)2𝑁

𝑗=1
𝑀
𝑖=1

           (8) 

where w denotes the actual watermark image, e represents 
the watermark image that has been extracted from the 
tampered image. M and N denote the height and the width of 
the watermark image. A high NC value means the extracted 
watermark image is highly correlated to the actual watermark. 
While a high BER value denotes that the extracted watermark 
image has a higher error value than the actual watermark 
image, which frequently occurs when the image is under 
attack. 

IV. RESULTS AND ANALYSIS 

The experiment in this research is evaluated using a 
computer with a 1.8 GHz octa-core AMD Ryzen 7 5700U 
processor, 32 GB memory, and a Windows 10 Home 
operating system. This experiment uses MATLAB 2021a as 
the programming language. 

A. The Performance of Imperceptibility 

In the process of watermark embedding, the watermark 
image is embedded in the DCT transformation domain. Thus, 
the watermarked image has invisible distortion when 
compared to the host image. The watermarked image and the 
host image of Lena are shown in Fig. 5. 

   
(a) (b) (c) 

Fig. 5. The Lena Image (a) The Host Image (b) The Delta Image (c) The 

Watermarked Image. 

According to Fig. 5, the scheme successfully embeds the 
watermark into the host image, as shown in Fig. 5(c). In 
addition, the watermark image is visually imperceptible from 
the watermarked image. The difference will only be visible if 
the delta image is brightened and sharpened into multiple 
levels, as shown in Fig. 4(b). Otherwise, the difference 
between the host and watermarked images is invisible to the 
human visual system. The watermarked image is evaluated 
using SSIM and PSNR. A higher SSIM and PSNR value 
means the watermarked image has less distortion compared to 
the actual image. On the other hand, a lower PSNR and SSIM 
value means the watermarked image suffers a significant error 
distortion compared to the host image. In addition, the 
computational time is also presented in this paper. It is 
expected to provide a complete picture of the performance of 
BRIW-DCT. The comparison of the imperceptibility is shown 
in Table I. 

According to Table I, BRIW-DCT can maintain the 
watermarked image quality. The average watermarked image 
PSNR value is 50.4489 dB, while the average SSIM value is 
0.9991. It proves that BRIW-DCT produces high 
imperceptibility in the watermark embedding process. In 
addition, BRIW-DCT requires less than one second to embed 
the watermark data. In order to show its full potential 
performance, this paper also compares the imperceptibility 
between BRIW-DCT and the existing scheme with similar 
watermarking techniques. Previously, Yousefi et al. [12] 
performed various experiments to protect the copyright of 
images. The scheme implemented various transform domains 
such as IWT, DWT, and CT. The result showed that the DWT 
method performed better in terms of PSNR and execution 
time. In terms of SSIM, the CT method has the highest 
imperceptibility. Another scheme by Thanki et al. [17] 
achieved the lowest imperceptibility in terms of PSNR value. 
The scheme also has the highest computational time to embed 
the watermark data due to implementing the dual-domain 
approach. However, the scheme by Thanki et al. [17] has a 
slightly better SSIM value than Yousefi et al. scheme [12]. 
The imperceptibility comparison with related work is 
presented in Table II. 

Based on Table II, BRIW-DCT outperforms the previous 
method in terms of imperceptibility under PSNR and SSIM 
metrics. BRIW-DCT takes slightly more time to embed the 
watermark data. However, the execution time is highly 
dependent on the computer specification, which has a 
possibility of slight variation in the embedding speed. A 
computer with a higher clock rate and memory size can 
execute faster than the lower one. Thus, the execution time 
cannot be utilized as the main comparison between schemes. 
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TABLE I. THE IMPERCEPTIBILITY COMPARISON OF BRIW-DCT 

BETWEEN IMAGES 

Image PSNR (dB) SSIM Time (s) 

Airplane 50.5074 0.9963 0.6719 

Baboon 49.9688 0.9996 0.6094 

House 50.5124 0.9989 0.7500 

Lena 50.3421 0.9997 0.9219 

Pepper 50.3113 0.9997 0.6719 

Sailboat 50.1928 0.9993 0.6094 

Splash 50.8296 0.9995 0.7188 

Tiffany 50.9268 0.9996 0.6719 

Average 50.4489 0.9991 0.7032 

TABLE II. THE IMPERCEPTIBILITY COMPARISON WITH RELATED WORK 

Method PSNR (dB) SSIM Time (s) 

Yousefi et al. (IWT) [12]  48.8236 0.9880 0.6643 

Yousefi et al. (DWT) [12]  49.8228 0.9890 0.6196 

Yousefi et al. (CT) [12]  48.8221 0.9925 0.6877 

Thanki et al. (DCuT & RDWT) 

[17] 
47.6514 0.9953 1.5734 

Proposed BRIW-DCT 50.4489 0.9991 0.7032 

B. The Performance of Robustness 

Various attack scenarios are implemented into the 
watermarked image to compute the robustness of BRIW-DCT. 
The watermark data is then extracted from the tampered 
image. At first, the watermarked image is tampered with using 
various tampering attacks. The attack scenarios are presented 
in Table III. 

Table III shows multiple attack scenarios on the subject 
images to show the robustness of BRIW-DCT. The Airplane 
image is not modified with any tampering attack as the 
control. The Baboon image is modified using the Gaussian 
filter. The Gaussian noise is the most common attack applied 
to the image. The House image is modified using the salt & 
pepper noise. The Lena image is sharpened using the sharpen 
filter. The Pepper image is modified using median filtering. 
The sailboat image is attacked using the ripple mask. The 
splash image is modified using the mosaic filter. Finally, the 
tiffany image is modified using the unsharp filter. The 
tampered image quality is calculated using the PSNR and 
SSIM measurement against the host image. The tampered 
image has an average PSNR value of 36.3787 dB and an 
average SSIM value of 0.9771. The extracted watermark 
image is then compared to the actual watermark image. The 
extracted watermark image is shown in Fig. 6. 

Based on Fig. 6, the mosaic filter in 6g dramatically affects 
the quality of the extracted watermark image. In contrast, the 
unsharp filter in 6h produces a less significant effect on the 
image. The Airplane image in 6a, which was used as the 
control image, can completely recover the watermark data, 
proven by the NC value of 1 and BER value of 0. Overall, the 
embedded watermark logo can be preserved under various 
tampering attacks. It proves that BRIW-DCT is robust in 

maintaining the watermark logo for copyright protection. The 
robustness comparison between images is presented in Table 
IV. 

Table IV shows that the robustness varies between the 
images. It is highly affected by the type and the severity of the 
tampering attack. The average BER and NC values are 0.1226 
and 0.7805, respectively. It proves the robustness of BRIW-
DCT in the watermark extraction process. Furthermore, 
BRIW-DCT can extract the watermark image in under half a 
second, enabling it to implement in mobile devices with low 
computational power. 

TABLE III. THE ATTACK SCENARIOS 

Image Attack PSNR (dB) SSIM 

Airplane No Attack 50.5074 0.9963 

Baboon Gaussian Filter 26.7028 0.9256 

House Salt & Pepper  32.5146 0.9382 

Lena Sharpen 41.1576 0.9980 

Pepper Median Filter 35.7176 0.9950 

Sailboat Ripple Mask 33.6158 0.9887 

Splash Mosaic Filter 30.7983 0.9777 

Tiffany Unsharp Filter 40.0151 0.9973 

Average 36.3787 0.9771 
 

    
(a) (b) (c) (d) 

    
(e) (f) (g) (h) 

Fig. 6. The Extracted Watermark Image (a) Airplane (b) Baboon (c) House 

(d) Lena (e) Peppers (f) Sailboat (g) Splash (h) Tiffany. 

TABLE IV. THE ROBUSTNESS COMPARISON BETWEEN IMAGES 

Image Attack NC BER Time (s) 

Airplane No Attack 1.0000 0.0000 0.3594 

Baboon Gaussian Filter 0.7454 0.1396 0.3125 

House Salt & Pepper  0.7667 0.1265 0.3281 

Lena Sharpen 0.7939 0.1121 0.2969 

Pepper Median Filter 0.6879 0.1772 0.2969 

Sailboat Ripple Mask 0.7913 0.1123 0.3281 

Splash Mosaic Filter 0.6386 0.2158 0.3125 

Tiffany Unsharp Filter 0.8200 0.0972 0.3125 

Average 0.7805 0.1226 0.3184 
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V. CONCLUSION 

This paper presented a blind and robust technique for color 
image watermarking based on DCT for copyright protection. 
Each image’s block has been transformed into the transform 
domain using the DCT. The watermark data has been 
embedded into the host image by modifying the 11th up to the 
15th DCT coefficients. The experimental results conducted in 
this research have shown that the watermarked image 
achieved a high PSNR value of 50.4489 dB and a high SSIM 
value of 0.9991. Various attacks have been applied to the 
watermarked image to show the performance of BRIW-DCT. 
It shows that BRIW-DCT can achieve a high NC value of 
0.7805 and a low BER value of 0.1126. In the future, BRIW-
DCT can be improved by implementing the Arnold Transform 
to enhance the robustness against image tampering attacks. 
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