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Abstract—The industry is subject to strong competition, and 

customer requirements which are increasingly strong in terms of 

quality, cost, and deadlines. Consequently, the companies must 

improve their competitiveness. Scheduling is an essential tool for 

improving business performance. The production scheduling 

problem is usually an NP-hard problem, its resolution requires 

optimization methods dedicated to its degree of difficulty. This 

paper aims to develop multi-hybridization of swarm intelligence 

techniques to solve job shop scheduling problems. The 

performance of recommended techniques is evaluated by 

applying them to all well-known benchmark instances and 

comparing their results with the results of other techniques 

obtainable in the literature. The experiment results are 

concordant with other studies that have shown that the multi 

hybridization of swarm intelligence techniques improve the 

effectiveness of the method and they show how these 

recommended techniques affect the resolution of the job shop 

scheduling problem. 
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I. INTRODUCTION 

The profitability of a manufacturing company is generally 
achieved by minimizing production lead times, reducing stock 
costs, meeting deadlines, maximizing customer satisfaction and 
maximizing the use of machinery. These key performance 
indicators are dependent on effective scheduling. 

Scheduling is the process of deciding how to allocate 
resources among the various potential job categories. The 
objective is to allocate resources over a period of time to 
complete a series of jobs. It has been the topic of a numerous 
publications in the area of operational research [1-4]. This is an 
important decision-making process in most sectors of 
manufacturing and services [5]. It may also be described as a 
decision-making process in order to optimize goals such as 
achieving and reducing makespan. 

Scheduling problems may be modelled as allocation issues 
that represent a broad class of combinatorial optimization 
issues. In most such cases, it is very hard to come up with the 
optimum solution. 

Job shop scheduling problem (JSSP) is a classic problem of 
operational search which has been regarded as a problem of 
combinatorial optimization difficult since the 1950s. As for the 

complexity of the calculations, the JSSP is an NP-hard in the 
strong sense of the term [6]. As a result, even in the case of 
very small JSSP instances, an optimum solution cannot be 
ensured. 

In the general, job shop scheduling problem can be 
formulated as follows: 

 There is a set of n jobs to be treated over a set of m 
machines. 

 A job should not go on the same machine more than 
once. 

 There are no constraints of precedence over the 
operations of the various jobs. 

 The operations cannot be halted. 

 Each machine can handle only one job at a time. 

 Every job must pass through a specific sequence of 
predefined operations. 

Every optimization issue should have an objective function 
that must be kept to a minimum or maximized in order to 
achieve a solution. In this case, the purpose of this paper is to 
reduce to a minimum the total time required to complete all 
jobs (makespan). 

For job shop scheduling problems, there are numerous 
reference instances for the makespan minimization case: 

1) FT (3) [7]: It is a collection of three instances of the 

combinations (n, m) ∈ {(6, 6), (10, 10), (20, 5)}.  

2) LA (40) [8]: It is a collection of forty instances of which 

five instances of combinations (n, m) ∈ {(10, 5), (15, 5), (20, 

5), (10, 10), (15, 10), (20, 10), (30, 10), (15, 15)}. 

3) ABZ (5) [9]: It is a collection of five instances of the 

combinations (n, m) ∈ {(10, 10), (20, 15)}. 

4) ORB (10) [10]: It is a collection of ten instances of the 

format (n, m) = (10, 10). 

5) YN (4) [11]: It is a collection of four instances of the 

format (n, m) = (20, 20). 

6) SWV (20) [12]: It is a collection of twenty instances of 

the combinations (n, m) ∈ {(20, 10), (20, 15), (50, 10), (50, 

10)}. 
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7) TA (80) [13]: It is a collection of eighty instances with 

ten instances for each of the formats (n, m) ∈ {(15, 15), (20, 

15), (20, 20), (30, 15), (30, 30), (50, 15), (50, 20), (100, 20)}. 

8) DMU (80) [14]: It is a collection of eighty instances of 

which ten instances for each of the combinations (n, m) ∈ {(20, 

15), (20, 20), (30, 15), (30, 20), (40, 15), (40, 20), (50, 15), (50, 

20)}. 

Because of the NP-hard kind of job shop scheduling 
problems, the development of an optimum schedule is very 
expensive and impracticable. Hence, numerous techniques are 
developed for this problem. 

A few contributions that have been made to solve the job 
shop scheduling problem are summarized in Fig. 1. 

Several disadvantages have been encountered in solving the 
job shop scheduling problem, therefore, it became evident that 
concentrating on a single metaheuristic to solve the JSSP is 
rather limited. 

A metaheuristic is rarely as powerful in diversification as it 
is in intensification, the solution consists in combining a 
technique characterized by a high exploration capability with a 
technique characterized by a good exploitation of the search 
space. 

A good balance between diversification and intensification 
is required to obtain the optimum performance of a hybrid 
optimization method, hence its efficiency and success. 

However, to the authors' best knowledge, very few articles 
can be found in the literature which investigate the multi 
hybridization of swarm intelligence techniques and conduct a 
thorough analysis. 

The remainder of the paper is organized as follows: The 
material and method will be described in section II. The 
experimental findings and discussion are discussed in Section 
III. The conclusion is presented under Section IV. 

 

BKS Resolution Method Reference BKS Resolution Method Reference BKS Resolution Method Reference

FT06 (6*6) 55 BB [18] TA01 (15*15) 1231 EA+SS / EA+TS [20] DMU01 (20*15) 2563 EA+SS / EA+TS [20]

FT10 (10*10) 930 BB [18] TA02 (15*15) 1244 SA+TS /  SA [21] DMU02 (20*15) 2706 EA+SS / EA+TS [20]

FT20 (20*5) 1165 BB [18] TA03 (15*15) 1218 EA+SS / EA+TS [20] DMU03 (20*15) 2731 EA+SS / EA+TS [20]

LA01 (10*5) 666 heuristics+BB / heuristics [10] TA04 (15*15) 1175 TS+SBP [25] DMU04 (20*15) 2669 EA+SS / EA+TS [20]

LA02 (10*5) 655 heuristics+BB / heuristics [10] TA05 (15*15) 1224 EA+SS / EA+TS [20] DMU05 (20*15) 2749 EA+SS / EA+TS [20]

LA03 (10*5) 597 heuristics+BB / heuristics [10] TA06 (15*15) 1238 EA+SS / EA+TS [20] DMU06 (20*20) 3244 SA [23]

LA04 (10*5) 590 heuristics+BB / heuristics [10] TA07 (15*15) 1227 EA+SS / EA+TS [20] DMU07 (20*20) 3046 SA [23]

LA05 (10*5) 593 heuristics+BB / heuristics [10] TA08 (15*15) 1217 EA+SS / EA+TS [20] DMU08 (20*20) 3188 SA [23]

LA06 (15*5) 926 heuristics+BB / heuristics [10] TA09 (15*15) 1274 EA+SS / EA+TS [20] DMU09 (20*20) 3092 EA+SS / EA+TS [20]

LA07 (15*5) 890 heuristics+BB / heuristics [10] TA10 (15*15) 1241 EA+SS / EA+TS [20] DMU10 (20*20) 2984 SA [23]

LA08 (15*5) 863 heuristics+BB / heuristics [10] TA11 (20*15) 1357 TS+CP [16] DMU11 (30*15) 3430 EA+TS [24]

LA09 (15*5) 951 heuristics+BB / heuristics [10] TA12 (20*15) 1367 EA+SS / EA+TS [20] DMU12 (30*15) 3492 TS guided by logistic regression model / TS [26]

LA10 (15*5) 958 heuristics+BB / heuristics [10] TA13 (20*15) 1342 EA+SS / EA+TS [20] DMU13 (30*15) 3681 EA+TS+Akers method [19]

LA11 (20*5) 1222 heuristics+BB / heuristics [10] TA14 (20*15) 1345 SA+TS /  SA [21] DMU14 (30*15) 3394 EA+SS / EA+TS [20]

LA12 (20*5) 1039 heuristics+BB / heuristics [10] TA15 (20*15) 1339 SA [23] DMU15 (30*15) 3343 EA+SS / EA+TS [20]

LA13 (20*5) 1150 heuristics+BB / heuristics [10] TA16 (20*15) 1360 EA+SS / EA+TS [20] DMU16 (30*20) 3751 EA+TS+Akers method [19]

LA14 (20*5) 1292 heuristics+BB / heuristics [10] TA17 (20*15) 1462 EA+SS / EA+TS [20] DMU17 (30*20) 3814 TS guided by logistic regression model / TS [26]

LA15 (20*5) 1207 heuristics+BB / heuristics [10] TA18 (20*15) 1396 EA+SS / EA+TS [20] DMU18 (30*20) 3844 EA+TS+Akers method [19]

LA16 (10*10) 945 heuristics+BB / heuristics [10] TA19 (20*15) 1332 SA [23] DMU19 (30*20) 3765 TS guided by logistic regression model / TS [26]

LA17 (10*10) 784 heuristics+BB / heuristics [10] TA20 (20*15) 1348 SA [23] DMU20 (30*20) 3710 EA+TS [24]

LA18 (10*10) 848 heuristics+BB / heuristics [10] TA21 (20*20) 1642 TS+CP [16] DMU21 (40*15) 4380 EA+SS / EA+TS [20]

LA19 (10*10) 842 heuristics+BB / heuristics [10] TA22 (20*20) 1600 EA+SS / EA+TS [20] DMU22 (40*15) 4725 EA+SS / EA+TS [20]

LA20 (10*10) 902 heuristics+BB / heuristics [10] TA23 (20*20) 1557 EA+SS / EA+TS [20] DMU23 (40*15) 4668 EA+SS / EA+TS [20]

LA21 (15*10) 1046 EA+LS+Crossover [28] TA24 (20*20) 1644 FDS+LNS [27] DMU24 (40*15) 4648 EA+SS / EA+TS [20]

LA22 (15*10) 927 heuristics+BB / heuristics [10] TA25 (20*20) 1595 INSA+NIS+TS [22] DMU25 (40*15) 4164 EA+SS / EA+TS [20]

LA23 (15*10) 1032 heuristics+BB / heuristics [10] TA26 (20*20) 1643 EA+TS+Akers method [19] DMU26 (40*20) 4647 EA+TS+Akers method [19]

LA24 (15*10) 935 heuristics+BB / heuristics [10] TA27 (20*20) 1680 EA+SS / EA+TS [20] DMU27 (40*20) 4848 EA+SS / EA+TS [20]

LA25 (15*10) 977 heuristics+BB / heuristics [10] TA28 (20*20) 1603 SA [23] DMU28 (40*20) 4692 EA+SS / EA+TS [20]

LA26 (20*10) 1218 heuristics+BB / heuristics [10] TA29 (20*20) 1625 EA+SS / EA+TS [20] DMU29 (40*20) 4691 EA+SS / EA+TS [20]

LA27 (20*10) 1235 EA+LS+Crossover [28] TA30 (20*20) 1584 EA+SS / EA+TS [20] DMU30 (40*20) 4732 EA+SS / EA+TS [20]

LA28 (20*10) 1216 heuristics+BB / heuristics [10] TA31 (30*15) 1764 EA+SS / EA+TS [20] DMU31 (50*15) 5640 EA+SS / EA+TS [20]

LA29 (20*10) 1152 EA+SS / EA+TS [20] TA32 (30*15) 1774 Parallel TS [13] DMU32 (50*15) 5927 EA+SS / EA+TS [20]

LA30 (20*10) 1355 heuristics+BB / heuristics [10] TA33 (30*15) 1791 SA [23] DMU33 (50*15) 5728 EA+SS / EA+TS [20]

LA31 (30*10) 1784 heuristics+BB / heuristics [10] TA34 (30*15) 1829 EA+SS / EA+TS [20] DMU34 (50*15) 5385 EA+SS / EA+TS [20]

LA32 (30*10) 1850 heuristics+BB / heuristics [10] TA35 (30*15) 2007 TS+SBP [25] DMU35 (50*15) 5635 EA+SS / EA+TS [20]

LA33 (30*10) 1719 heuristics+BB / heuristics [10] TA36 (30*15) 1819 EA+SS / EA+TS [20] DMU36 (50*20) 5621 EA+SS / EA+TS [20]

LA34 (30*10) 1721 heuristics+BB / heuristics [10] TA37 (30*15) 1771 EA+TS+Akers method [19] DMU37 (50*20) 5851 EA+SS / EA+TS [20]

LA35 (30*10) 1888 heuristics+BB / heuristics [10] TA38 (30*15) 1673 EA+SS / EA+TS [20] DMU38 (50*20) 5713 EA+SS / EA+TS [20]

LA36 (15*15) 1268 heuristics+BB / heuristics [10] TA39 (30*15) 1795 EA+SS / EA+TS [20] DMU39 (50*20) 5747 EA+SS / EA+TS [20]

LA37 (15*15) 1397 heuristics+BB / heuristics [10] TA40 (30*15) 1669 EA+TS+Akers method [19] DMU40 (50*20) 5577 EA+SS / EA+TS [20]

LA38 (15*15) 1196 SA+TS /  SA [21] TA41 (30*20) 2005 FDS+LNS [27] DMU41 (20*15) 3248 EA+TS [24]

LA39 (15*15) 1233 heuristics+BB / heuristics [10] TA42 (30*20) 1937 EA+TS+Akers method [19] DMU42 (20*15) 3390 EA+TS [24]

LA40 (15*15) 1222 heuristics+BB / heuristics [10] TA43 (30*20) 1846 EA+TS [24] DMU43 (20*15) 3441 EA+TS+Akers method [19]

TA DMU

Instances Instances Instances

FT

LA
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Fig. 1. The Proposed Methods for Solving Job Shop Scheduling Problem in the Literature. 

II. THE MATERIAL AND METHOD 

Swarm Intelligence (SI) is considered to be one of the most 
important research fields that is applied by various scientists 
for problem-solving, computation, and solution optimization 
[4]. 

Swarm Intelligence is based on natural swarm systems and 
is defined as the collective problem resolution abilities of 
social animals. [30]. 

Swarm Intelligence is a direct outcome of self-organization 
in which the interactions of lower-level components establish 
an overall-level dynamic structure that can be considered 
intelligence [31]. 

Self-organization is established by four elements [30]: 

1) Multiple interactions [31]: Information about food 

sources is shared between the employed bees and the onlooker 

bees on the dance floor to harvest and retrieve the food. 

2) Positive feedback [31]: It is essentially a set of simple 

rules that assist in generating the complex structure. One 

example of this process is the recruitment of honeybees in a 

promising flower field. 

3) Negative feedback [31]: Minimizes the impact of 

positive feedback and contributes to the creation of a 

counterbalance mechanism. 

4) Fluctuation [31]: The scouts conduct research in the 

environment to randomly find the food source. 

Various swarm intelligence methods have been proposed in 
the literature: Artificial Bee Colony (ABC) [32-35], Genetic 
Algorithm (GA) [36], Ant Colony Optimization (ACO) [37–
40], Particle Swarm Optimization (PSO) [41], Cat Swarm 
(CSO) [42], Artificial Immune System [43], Bacterial Foraging 
[44], and Glowworm Swarm Optimization [45] and many 
more. 

Swarm intelligence approaches are successfully used to 
solve many real issues and have yielded excellent results in 
comparison with other methods. 

In this paper, the authors concentrate on two of the most 
popular swarm intelligence techniques, namely, Artificial Bee 
Colony (ABC) and Ant Colony Optimization (ACO). 

A. Fundamentals of Artificial Bee Colony Algorithm (ABC) 

The Artificial Bee Colony (ABC) is a population-based 
approach suggested by Karaboga and Basturk in 2007 [46] and 
an evolutionary algorithm based on the intelligent behavior of 
honeybees looking for food (nectar) [47, 48], which works by 
sharing information about food sources among bees in the nest. 

ORB01 (10*10) 1059 heuristics+BB / heuristics [10] TA44 (30*20) 1979 FDS+LNS [27] DMU44 (20*15) 3475 TS guided by logistic regression model / TS [26]

ORB02 (10*10) 888 heuristics+BB / heuristics [10] TA45 (30*20) 2000 EA+SS / EA+TS [20] DMU45 (20*15) 3272 EA+TS+Akers method [19]

ORB03 (10*10) 1005 heuristics+BB / heuristics [10] TA46 (30*20) 2004 EA+TS+Akers method [19] DMU46 (20*20) 4035 EA+TS+Akers method [19]

ORB04 (10*10) 1005 heuristics+BB / heuristics [10] TA47 (30*20) 1889 EA+TS, FDS+LNS [24], [27] DMU47 (20*20) 3939 EA+TS+Akers method [19]

ORB05 (10*10) 887 heuristics+BB / heuristics [10] TA48 (30*20) 1937 TS guided by logistic regression model / TS [26] DMU48 (20*20) 3763 TS guided by logistic regression model / TS [26]

ORB06 (10*10) 1010 Shifting Bottleneck using Guided LS / LS [15] TA49 (30*20) 1961 FDS+LNS [27] DMU49 (20*20) 3710 EA+TS [24]

ORB07 (10*10) 397 EA+SS / EA+TS [20] TA50 (30*20) 1923 EA+TS, FDS+LNS [24], [27] DMU50 (20*20) 3729 EA+TS [24]

ORB08 (10*10) 899 Shifting Bottleneck using Guided LS / LS [15] TA51 (50*15) 2760 TS+SBP [25] DMU51 (30*15) 4156 TS guided by logistic regression model / TS [26]

ORB09 (10*10) 934 Shifting Bottleneck using Guided LS / LS [15] TA52 (50*15) 2756 TS+SBP [25] DMU52 (30*15) 4311 EA+TS [24]

ORB10 (10*10) 944 Shifting Bottleneck using Guided LS / LS [15] TA53 (50*15) 2717 TS+SBP [25] DMU53 (30*15) 4390 TS guided by logistic regression model / TS [26]

SWV01 (20*10) 1407 EA+SS / EA+TS [20] TA54 (50*15) 2839 TS+SBP [25] DMU54 (30*15) 4362 TS guided by logistic regression model / TS [26]

SWV02 (20*10) 1475 EA+SS / EA+TS [20] TA55 (50*15) 2679 SA+TS /  SA [21] DMU55 (30*15) 4270 TS guided by logistic regression model / TS [26]

SWV03 (20*10) 1398 EA+SS / EA+TS [20] TA56 (50*15) 2781 TS+SBP [25] DMU56 (30*20) 4941 EA+TS [24]

SWV04 (20*10) 1464 FDS+LNS [27] TA57 (50*15) 2943 TS+SBP [25] DMU57 (30*20) 4663 EA+TS [24]

SWV05 (20*10) 1424 EA+SS / EA+TS [20] TA58 (50*15) 2885 TS+SBP [25] DMU58 (30*20) 4708 EA+TS [24]

SWV06 (20*15) 1671 EA+TS, FDS+LNS [24], [27] TA59 (50*15) 2655 TS+SBP [25] DMU59 (30*20) 4619 TS guided by logistic regression model / TS [26]

SWV07 (20*15) 1594 EA+TS+Akers method [19] TA60 (50*15) 2723 TS+SBP [25] DMU60 (30*20) 4739 TS guided by logistic regression model / TS [26]

SWV08 (20*15) 1752 EA+TS, FDS+LNS [24], [27] TA61 (50*20) 2868 SA+TS /  SA [21] DMU61 (40*15) 5172 TS guided by logistic regression model / TS [26]

SWV09 (20*15) 1655 EA+TS, FDS+LNS [24], [27] TA62 (50*20) 2869 EA+TS [17] DMU62 (40*15) 5251 TS guided by logistic regression model / TS [26]

SWV10 (20*15) 1743 EA+TS+Akers method [19] TA63 (50*20) 2755 SA+TS /  SA [21] DMU63 (40*15) 5323 TS guided by logistic regression model / TS [26]

SWV11 (50*10) 2983 INSA+NIS+TS [22] TA64 (50*20) 2702 SA+TS /  SA [21] DMU64 (40*15) 5240 TS guided by logistic regression model / TS [26]

SWV12 (50*10) 2977 EA+TS [24] TA65 (50*20) 2725 SA+TS /  SA [21] DMU65 (40*15) 5190 TS guided by logistic regression model / TS [26]

SWV13 (50*10) 3104 EA+SS / EA+TS [20] TA66 (50*20) 2845 SA+TS /  SA [21] DMU66 (40*20) 5717 EA+TS [24]

SWV14 (50*10) 2968 EA+SS / EA+TS [20] TA67 (50*20) 2825 EA+SS / EA+TS [20] DMU67 (40*20) 5779 TS guided by logistic regression model / TS [26]

SWV15 (50*10) 2885 EA+TS [24] TA68 (50*20) 2784 SA+TS /  SA [21] DMU68 (40*20) 5765 TS guided by logistic regression model / TS [26]

SWV16 (50*10) 2924 EA+SS / EA+TS [20] TA69 (50*20) 3071 SA+TS /  SA [21] DMU69 (40*20) 5709 EA+TS [24]

SWV17 (50*10) 2794 EA+SS / EA+TS [20] TA70 (50*20) 2995 SA+TS /  SA [21] DMU70 (40*20) 5889 TS guided by logistic regression model / TS [26]

SWV18 (50*10) 2852 EA+SS / EA+TS [20] TA71 (100*20) 5464 TS+SBP [25] DMU71 (50*15) 6223 EA+TS [24]

SWV19 (50*10) 2843 EA+SS / EA+TS [20] TA72 (100*20) 5181 TS+SBP [25] DMU72 (50*15) 6463 TS guided by logistic regression model / TS [26]

SWV20 (50*10) 2823 EA+SS / EA+TS [20] TA73 (100*20) 5568 TS+SBP [25] DMU73 (50*15) 6153 TS guided by logistic regression model / TS [26]

ABZ5 (10*10) 1234 heuristics+BB / heuristics [10] TA74 (100*20) 5339 TS+SBP [25] DMU74 (50*15) 6196 TS guided by logistic regression model / TS [26]

ABZ6 (10*10) 943 heuristics+BB / heuristics [10] TA75 (100*20) 5392 TS+SBP [25] DMU75 (50*15) 6189 TS guided by logistic regression model / TS [26]

ABZ7 (20*15) 656 EA+SS / EA+TS [20] TA76 (100*20) 5342 TS+SBP [25] DMU76 (50*20) 6807 TS guided by logistic regression model / TS [26]

ABZ8 (20*15) 665 EA+SS / EA+TS [20] TA77 (100*20) 5436 TS+SBP [25] DMU77 (50*20) 6792 TS guided by logistic regression model / TS [26]

ABZ9 (20*15) 678 EA+LS / TS+SA [29] TA78 (100*20) 5394 TS+SBP [25] DMU78 (50*20) 6770 EA+TS [24]

YN1 (20*20) 884 EA+LS / TS+SA [29] TA79 (100*20) 5358 TS+SBP [25] DMU79 (50*20) 6952 TS guided by logistic regression model / TS [26]

YN2 (20*20) 904 EA+TS+Akers method [19] TA80 (100*20) 5183 SA+TS /  SA [21] DMU80 (50*20) 6673 TS guided by logistic regression model / TS [26]

YN3 (20*20) 892 INSA+NIS+TS [22]

YN4 (20*20) 968 EA+SS / EA+TS [20]

YN

TA DMU

ORB

SWV

ABZ
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Each position of the food source corresponds to one solution, 
the bees are ranked according to how they choose the food 
source to use. The phase of employed bee, onlooker bee and 
scout bee phase are the steps used in the suggested method. 

The Artificial Bee Colony (ABC) algorithm has shown that 
it provides optimum solutions in the continuous and discreet 
field [1-4] [49-52] when it is confronted with noisy and 
multimodal optimization issues. A full overview of the use of 
the ABC technique is available in [47]. 

Analogous to other swarm techniques, the Artificial Bee 
Colony (ABC) method is a repetitive process. 

The artificial bee colony technique (ABC) comes up with 
the best solution by applying four stages [53], until an end 
criterion is satisfied [54], these key steps of the ABC algorithm 
are outlined below: 

1) Initialization step: It begins with a population of 

randomized solutions or food sources. The value of food 

sources determines by many factors such as their wealth, the 

ability to extract energy, the closeness of the nest and the 

amount of energy that's going to be collected from that food 

source. 

2) Employed bee step: Every bee employed is given a 

source of food that it currently uses or operates. They bring 

together information about that particular source, their distance 

and direction from the nest, the cost-effectiveness of the source 

and they're sharing that information with some degree of 

probability. The number of employed honeybees will 

correspond to the number of food sources surrounding their 

beehives. 

Unemployed bees wait in the nest and are seeking a source 
of food to explore, there are two kinds of bees unemployed: 

a) Onlooker bee step: The Curious bees or Onlooker 

bees must look at the dance of the employed bees and then 

develop a source of food via information shared by the 

employed bees. 

b) Scout bee step: Explorer or Scout bees are the ones 

whose source of food is abandoned and are seeking new food 

sources in the nesting environment. Once an adequate food 

source is found, scout bees become employed bees. 

Register the best food source reached up to now. 

From this algorithm, a colony of artificial bees (ABC) is 
established. 

The Artificial Bee Colony (ABC) is also the same as other 
algorithms because it has pros and cons [55]: 

1) The ABC method has a force in both local and global 

searches and it has been implemented with a number of 

optimization issues. 

2) However, it has a number of parameters that need to be 

adjusted, randomly initialized and its local search are 

probabilistic. 

B. Fundamentals of Ant Colony Optimization (ACO) 

The Ant Colony Optimization technique (ACO) is another 
swarm intelligence approach based on ants' behavior looking 
for a food source from their nest with no visual information 
and using shortest pathways [56]. 

ACO is an optimization technique based on the population 
that Dorigo developed in 1992 [57] and has been successfully 
implemented to resolve various NP-hard combinatorial 
optimization issues that require to provide approximate 
solutions to the defined issue [58]. Algorithmically, the process 
of evaporating pheromones is helpful to prevent convergence 
towards a local optimal solution. 

The steps involved in obtaining the best solution using the 
ant colony optimization technique are listed below [38]: 

1) Building the solution space is made up of potential 

solutions with the help of the pheromone model. 

2) These potential solutions are employed to update 

pheromone values in a manner that is considered to skew 

future sampling towards high quality solutions [59]. 

Ant behavior results in a self-reinforcement process: A 
pathway created by ants using the high level of pheromone is 
more followed by ants than the pathway with the low level of 
pheromone. 

Numerous variations of ACO algorithms have been 
implemented in the literature [60]. 

C. The Proposed Methods 

To enhance the original algorithms based on Swarm 
Intelligence, the researchers have generally hybridized them 
with other metaheuristics. 

The Artificial Bee Colony (ABC) algorithm has the 
capacity to emerge from a local minimum and has a great 
ability to explore the global optimum which it is not 
immediately used, because the artificial bee colony (ABC) 
stocks it at every iteration. 

The artificial bee colony (ABC) has been hybridized to 
increase its yields and effectiveness by balancing exploration 
and exploitation processes. 

Swarm Intelligence's algorithms effectiveness is driven by 
two processes: exploration and exploitation [61]: 

1) The exploration process: Allows the exploration of the 

search area in a more efficient way, and it can generate 

solutions that are sufficiently diverse. 

2) The exploitation process: Utilizes all the information 

gathered from a defined problem to assist in finding new 

solutions that are better than the existing solutions. 

An extensive exploitation and an insufficient exploration 
means that the system can have converge more quickly, but the 
likelihood of reaching the effective global optimum may be 
low. In addition, under-exploitation and over-exploration may 
result in very slow search paths to converge. Therefore, the 
balance between exploration and exploitation processes is 
crucial for achieving the optimum performance of the Swarm 
Intelligence method. In the literature, no non-hybridized 
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Swarm Intelligence algorithm is able to achieve this optimum 
equilibrium. 

The multi-hybridization of ABC technique with ACO 
technique is proposed in this paper for getting a more powerful 
method that balances both processes, exploration and 
exploitation, harnesses and combines the benefits of Swarm 
Intelligence algorithms. The synchronous parallel hybridization 
[62] is applied in the proposed approach. 

This approach, denoted as HABCACO involves integrating 
the ant colony optimization technique (ACO) into the 
employed bees step and/or in the onlooker bees step and/or in 
the scout bees step. 

The HABCACO approach is described in Fig. 2. 

 

Fig. 2. The HABCACO Approach. 

Table I shown the configuration of the HABCACO 
techniques. 

TABLE I. THE CONFIGURATION OF THE HABCACO TECHNIQUES 

 
ABC 

Hybrid ABC + ACO 
Employed bee 

phase 

Onlooker bee 

phase 

Scout bee 

phase 

HABCACO1 ACO 
  

HABCACO2 ACO ACO 
 

HABCACO3 ACO ACO ACO 

HABCACO4 
 

ACO 
 

HABCACO5 
 

ACO ACO 

HABCACO6 
  

ACO 

HABCACO7 ACO 
 

ACO 

The suggested approaches HABCACO has ABC technique 
as the primary algorithm that in its flow will call ACO 
technique for enhancement. ACO method refines the solution 
generated by the steps of ABC method (employed bees step 
and/or onlooker bees step and/or scout bees step) and produces 
a better solution to be used in the process of HABCACO. 

The population of candidate solutions for these new 
approaches is initialized using the uniform random generation 
between a lower bound LB and an upper bound UB [63], this 
means that the potential solution frequently takes the form: 

CS =  LB +  𝛼 (UB −  LB), where 𝛼 ∈  [0, 1]            (1) 

The means to generate the candidate solution population 
affect an algorithm's efficiency. 

Hence, the stepwise implementation of HABCACO2 and 
HABCACO7 are explained respectively in Fig. 3 and Fig. 4. 

 

Fig. 3. The Procedure of HABCACO2. 

Initialization step
Uniform Random 

Generation 

Employed bee step
Add or do not add ACO 

method

Onlooker bee step
Add or do not add ACO 

method

Scout bee step
Add or do not add ACO 

method

ABC

HABCACO 
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Fig. 4. The Procedure of HABCACO7. 

The ant colony optimization technique (ACO) is primarily 
made up of two phases: construction of the solution and 
updating of pheromone. The algorithm of ant colony 
optimization (ACO) technique is described in Fig. 5: 

 

Fig. 5. The Procedure of ACO. 

III. RESULTS AND DISCUSSION 

In order to justify the effectiveness of the proposed 
approaches HABCACO, they were simulated across a set of 
250 benchmark instances from the job shop scheduling 
literature: FT [7], LA [8], ABZ [9], ORB [10], YN [11], SWV 
[12], TA [13], DMU [14], CAR [18], and compared with the 
best-known solution (BKS) obtained through other 
Techniques. 

The performance of the HABCACO methods was also 
compared to two other advanced techniques available in the 
literature: HABCGA [2] and HABCPSOGA [3] to demonstrate 
the efficiency of HABCACO techniques in resolving job shop 
scheduling issues. 
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The HABCACO approaches have been implemented 
within Java and all calculation experiments were carried out on 
an Intel Core i7 computer with a speed of 2.5 GHz and 8 GB 
RAM memory under Windows 10. 

All simulation and test processes were performed with the 
same configuration settings. 

The results of the benchmark instances simulation are 
summarized in Table II. 

The calculation results demonstrate that only the proposed 
HABCACO3 technique produced 100% of the best-known 
solution in all benchmark instances: FT (3), LA (40), ORB 
(10), SWV (20), ABZ (5), YN (4), TA (80), DMU (80) and 
CAR (8). 

As shown in Table II: 

1) All the suggested techniques HABCACO have given 

results that are 100% equal to the best-known solutions in FT 

(3), LA (40), ORB (10), SWV (20), ABZ (5), YN (4), and 

CAR (8). 

2) Only the suggested techniques HABCACO3 and 

HABCACO7 produced 100% of the results equal to the best-

known solutions in TA (80). 

3) Only the suggested technique HABCACO3 produced 

100% of the results equal to the best-known solutions in DMU 

(80). 

The classification of the suggested HABCACO methods in 
terms of performance according to the hybridization number is 
illustrated in Table III. 

From Table III, it can be concluded that: 

1) The suggested HABCACO techniques provided the best 

results in comparison to the results achieved through other 

methods. 

2) The suggested technique HABCACO hybridized in its 

three steps provided the best result. 

3) The suggested techniques HABCACO hybridized in its 

two steps provided better results in comparison to the results 

achieved through the suggested techniques HABCACO 

hybridized in only one step. 

4) The suggested technique HABCACO hybridized in its 

two steps (employed bees step and scout bees step) provided 

better results in comparison to the results achieved through the 

suggested techniques HABCACO hybridized in its two steps 

(onlooker bees step and scout bees step). 

5) The suggested technique HABCACO hybridized in its 

two steps (employed bees step and scout bees step) provided 

better results in comparison to the results achieved through the 

suggested techniques HABCACO hybridized in its two steps 

(employed bees step and onlooker bees step). 

6) The suggested technique HABCACO hybridized in its 

scout bees step provided better results in comparison to the 

results achieved through the suggested techniques HABCACO 

hybridized in its employed bees step or onlooker bees step. 

7) The suggested technique HABCACO hybridized in its 

scout bees step provided better results in comparison with the 

results achieved through the suggested techniques HABCACO 

hybridized in its onlooker bees step. 

The figures showed that the suggested techniques surpassed 
other methods with regard to the total number of benchmark 
instances successfully resolved and the quality of the solutions. 

In order to confirm also the performance of the HABCACO 
technique in resolving job shop scheduling problems, it was 
compared to the HABCGA and HABCPSOGA methods 
available in the literature. 

TABLE II. THE RESULTS OF BENCHMARK INSTANCES SIMULATION 

HABCA

CO 

Benchmark Instances 
T

o
ta

l 
N

u
m

b
er

  

o
f 

B
e
n

c
h

m
a
r
k

 I
n

st
a

n
c
e
s   

  

 FT (3)    LA (40)  ORB (10)  SWV (20)  ABZ (5)  YN (4)  TA (80)  DMU (80)  CAR (8)  250   

HABCA

CO1 
3 

100,0

0% 

4

0 

100,0

0% 

1

0 

100,0

0% 

2

0 

100,0

0% 
5 

100,0

0% 
4 

100,0

0% 

7

3 

91,25

% 

7

4 

92,50

% 
8 

100,0

0% 
237 

94,80

% 

HABCA
CO2 

3 
100,0
0% 

4
0 

100,0
0% 

1
0 

100,0
0% 

2
0 

100,0
0% 

5 
100,0
0% 

4 
100,0
0% 

7
7 

96,25
% 

7
8 

97,50
% 

8 
100,0
0% 

245 
98,00
% 

HABCA

CO3 
3 

100,0

0% 

4

0 

100,0

0% 

1

0 

100,0

0% 

2

0 

100,0

0% 
5 

100,0

0% 
4 

100,0

0% 

8

0 

100,0

0% 

8

0 

100,0

0% 
8 

100,0

0% 
250 

100,0

0% 

HABCA
CO4 

3 
100,0
0% 

4
0 

100,0
0% 

1
0 

100,0
0% 

2
0 

100,0
0% 

5 
100,0
0% 

4 
100,0
0% 

7
4 

92,50
% 

7
6 

95,00
% 

8 
100,0
0% 

240 
96,00
% 

HABCA

CO5 
3 

100,0

0% 

4

0 

100,0

0% 

1

0 

100,0

0% 

2

0 

100,0

0% 
5 

100,0

0% 
4 

100,0

0% 

7

7 

96,25

% 

7

9 

98,75

% 
8 

100,0

0% 
246 

98,40

% 

HABCA
CO6 

3 
100,0
0% 

4
0 

100,0
0% 

1
0 

100,0
0% 

2
0 

100,0
0% 

5 
100,0
0% 

4 
100,0
0% 

7
6 

95,00
% 

7
6 

95,00
% 

8 
100,0
0% 

242 
96,80
% 

HABCA

CO7 
3 

100,0

0% 

4

0 

100,0

0% 

1

0 

100,0

0% 

2

0 

100,0

0% 
5 

100,0

0% 
4 

100,0

0% 

8

0 

100,0

0% 

7

8 

97,50

% 
8 

100,0

0% 
248 

99,20

% 
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TABLE III. THE RANKING OF THE PROPOSED TECHNIQUES HABCACO 

R
a

n
k

in
g
 

H
y

b
ri

d
a

ti
o

n
 

 n
u

m
b

er
 

HABCACO 

ABC 

Employed 

bee step 

Onlooker 

bee step 

Scout bee 

step 

7 1 HABCACO1 ACO 
  

4 2 HABCACO2 ACO ACO 
 

1 3 HABCACO3 ACO ACO ACO 

6 1 HABCACO4 
 

ACO 
 

3 2 HABCACO5 
 

ACO ACO 

5 1 HABCACO6 
  

ACO 

2 2 HABCACO7 ACO 
 

ACO 

As shown in Table IV: 

1) The suggested technique HABCACO hybridized in its 

three phases with ACO method provided similar result in 

comparison to the results achieved through HABCGA methods 

hybridized in its three phases with GA method. 

2) The suggested technique HABCACO hybridized in its 

three steps with ACO method provided better result in 

comparison to the results achieved through HABCGA methods 

hybridized in its two steps with GA method. 

3) The suggested technique HABCACO hybridized in its 

three steps with ACO method provided better result in 

comparison to the results achieved through HABCGA methods 

hybridized in its one step with GA method. 

4) The suggested technique HABCACO hybridized in its 

two steps with ACO method (employed bee step and scout bee 

step) provided better result in comparison to the results 

achieved through HABCGA methods hybridized in its two 

steps (employed bee step and scout bee step) with GA method. 

5) The suggested technique HABCACO hybridized in its 

two steps with ACO method (onlooker bee step and scout bee 

step) provided better result in comparison with the results 

achieved through HABCGA methods hybridized in its two 

steps (onlooker bee step and scout bee step) with GA method. 

6) The suggested technique HABCACO hybridized in it 

scout bee step with ACO method provided better result in 

comparison to the results achieved through HABCGA methods 

hybridized in its scout bee step with GA method. 

7) The suggested technique HABCACO hybridized in it 

onlooker bee step with ACO method provided better result in 

comparison with the results achieved through HABCGA 

methods hybridized in its onlooker bee step with GA method. 

8) The HABCGA methods hybridized in its two steps with 

GA method (employed bee step and onlooker bee step) 

provided better result in comparison to the results achieved 

through the suggested technique HABCACO hybridized in its 

two steps (employed bee step and onlooker bee step) with 

ACO method. 

9) The HABCGA methods hybridized in its employed bee 

steps with GA method provided better result in comparison to 

the results achieved through the suggested technique 

HABCACO hybridized in employed bee step with ACO 

method. 

The classification of the suggested methods HABCACO 
and the HABCGA methods in terms of performance according 
to the hybridization number and the algorithm type hybridized 
is tabulated in Table V. 

TABLE IV. THE PERFORMANCE COMPARISON OF PROPOSED METHODS HABCACO WITH THE OTHER OPTIMIZATION ALGORITHMS HABCGA 

  Hybrid ABC (ACO) Hybrid ABC (GA) 

H
y

b
ri

d
a

ti
o

n
 

 n
u

m
b

er
 

HABCACO 

ABC 

  

R
a

n
k

in
g
 

HABCGA 

ABC 

  

R
a

n
k

in
g
 

Employed 

bee step 

Onlooker 

bee step 

Scout 

bee step 

Employed 

bee step 

Onlooker 

bee step 

Scout 

bee step 

1 HABCACO1 ACO     94,80% 7 HABCGA1 GA     95,48% 5 

2 HABCACO2 ACO ACO   98,00% 4 HABCGA2 GA GA   99,80% 2 

3 HABCACO3 ACO ACO ACO 100,00% 1 HABCGA3 GA GA GA 100,00% 1 

1 HABCACO4   ACO   96,00% 6 HABCGA4   GA   94,03% 7 

2 HABCACO5   ACO ACO 98,40% 3 HABCGA5   GA GA 96,93% 4 

1 HABCACO6     ACO 96,80% 5 HABCGA6     GA 95,35% 6 

2 HABCACO7 ACO   ACO 99,20% 2 HABCGA7 GA   GA 98,40% 3 
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TABLE V. THE RANKING OF THE PROPOSED TECHNIQUES HABCACO 

AND HABCGA 

R
a

n
k

in
g
 

Hybrid ABC (ACO) / 

Hybrid ABC (GA) 

ABC 
 

H
y

b
ri

d
a

ti
o

n
 

 n
u

m
b

er
 

Emplo

yed 

bee 

step 

Onloo

ker 

bee 

step 

Sco

ut 

bee 

ste

p 

1 HABCACO3 ACO ACO 
AC

O 

100,0

0% 
3 

1 HABCGA3 GA GA GA 
100,0

0% 
3 

2 HABCGA2 GA GA 
 

99,80

% 
2 

3 HABCACO7 ACO 
 

AC
O 

99,20
% 

2 

4 HABCACO5 
 

ACO 
AC

O 

98,40

% 
2 

4 HABCGA7 GA 
 

GA 
98,40

% 
2 

5 HABCACO2 ACO ACO 
 

98,00

% 
2 

6 HABCGA5 
 

GA GA 
96,93
% 

2 

7 HABCACO6 
  

AC

O 

96,80

% 
1 

8 HABCACO4 
 

ACO 
 

96,00
% 

1 

9 HABCGA1 GA 
  

95,48

% 
1 

1
0 

HABCGA6 
  

GA 
95,35
% 

1 

1

1 
HABCACO1 ACO 

  

94,80

% 
1 

1
2 

HABCGA4 
 

GA 
 

94,03
% 

1 

From Table VI it can be concluded that: 

1) The suggested technique HABCACO hybridized in its 

three steps with ACO method provided similar result in 

comparison to the results achieved through HABCPSOGA 

methods hybridized in its three steps with GA and PSO 

methods. 

2) The suggested technique HABCACO hybridized in its 

three steps with ACO method provided better result in 

comparison to the results achieved through HABCPSOGA 

methods hybridized in its two steps with GA and PSO 

methods. 

3) The suggested technique HABCACO hybridized in its 

two steps with ACO method (employed bee step and scout bee 

step) provided equal result in comparison to the results 

achieved through HABCPSOGA methods hybridized in its two 

steps (employed bee step by GA method and scout bee step 

PSO method). 

4) The suggested technique HABCACO hybridized in its 

two steps with ACO method (employed bee step and scout bee 

step) provided better result in comparison to the results 

achieved through HABCPSOGA methods hybridized in its two 

steps (employed bee step by PSO method and scout bee step 

GA method). 

5) The suggested technique HABCACO hybridized in its 

two steps with ACO method (onlooker bee step and scout bee 

step) provided better result in comparison to the results 

achieved through HABCPSOGA methods hybridized in its two 

steps (onlooker bee step by GA method and scout bee step by 

PSO method). 

6) The suggested technique HABCACO hybridized in its 

two steps with ACO method (onlooker bee step and scout bee 

step) provided better result in comparison to the results 

achieved through HABCPSOGA methods hybridized in its two 

steps (onlooker bee step by PSO method and scout bee step by 

GA method). 

7) The suggested technique HABCACO hybridized in its 

two steps with ACO method (employed bee step and onlooker 

bee step) provided better result in comparison to the results 

achieved through the suggested methods HABCPSOGA 

hybridized in its two steps (employed bee step by GA method 

and onlooker bee step by PSO method). 

TABLE VI. THE PERFORMANCE COMPARISON OF PROPOSED METHODS HABCACO WITH THE OTHER OPTIMIZATION ALGORITHMS HABCPSOGA 

  Hybrid ABC (ACO) Hybrid ABC (GA // PSO) 

H
y

b
ri

d
a

ti
o

n
 

 n
u

m
b

er
 

HABCACO 

ABC 

  

R
a

n
k

in
g
 

HABCPSOGA 

ABC 

  
R

a
n

k
in

g
 

Employed 

bee step 

Onlooker 

bee step 

Scout 

bee 

step 

Employed 

bee step 

Onlooker 

bee step 

Scout 

bee 

step  

2 HABCACO2 ACO ACO   98,00% 4 HABCPSOGA4 GA PSO   97,50% 7 
 

2 HABCACO2 ACO ACO   98,00% 4 HABCPSOGA7 PSO GA   98,48% 3 
 

3 HABCACO3 ACO ACO ACO 100,00% 1 HABCPSOGA2 GA GA PSO 100,00% 1 
 

3 HABCACO3 ACO ACO ACO 100,00% 1 HABCPSOGA6 GA PSO GA 100,00% 1 
 

3 HABCACO3 ACO ACO ACO 100,00% 1 HABCPSOGA9 PSO GA GA 100,00% 1 
 

2 HABCACO5   ACO ACO 98,40% 3 HABCPSOGA1   GA PSO 97,90% 5 
 

2 HABCACO5   ACO ACO 98,40% 3 HABCPSOGA5   PSO GA 97,85% 6 
 

2 HABCACO7 ACO   ACO 99,20% 2 HABCPSOGA3 GA   PSO 99,20% 2 
 

2 HABCACO7 ACO   ACO 99,20% 2 HABCPSOGA8 PSO   GA 98,40% 4 
 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 7, 2022 

762 | P a g e  

www.ijacsa.thesai.org 

8) The HABCPSOGA methods hybridized in its two steps 

(employed bee step by GA method and onlooker bee step by 

PSO method) provided better result in comparison to the 

results achieved through the suggested technique HABCACO 

hybridized in its two steps with ACO method (employed bee 

step and onlooker bee step). 

The classification of the suggested methods HABCACO 
and the HABCPSOGA methods in terms of performance 
according to the hybridization number and the algorithm type 
hybridized is tabulated in Table VII. 

As a result, it clearly demonstrated that HABCACO has the 
best performance compared to other methods HABCGA and 
HABCPSOGA. 

The proposed approaches HABCACO are robust 
techniques that have the potential to solve job shop scheduling 
problems. 

One of the main limitations of this research is that it only 
addresses the minimization of the total time required to 
perform all the jobs (makespan). 

TABLE VII. THE RANKING OF THE PROPOSED TECHNIQUES HABCACO 

AND HABCPSOGA 

R
a

n
k

in
g
 

Hybrid ABC (ACO) / Hybrid 

ABC (GA // PSO) 

ABC 
 

H
y

b
ri

d
a

ti
o

n
 

 n
u

m
b

er
 

Empl

oyed 

bee 

step 

Onlo

oker 

bee 

step 

Sc

out 

bee 

ste

p 

1 HABCACO3 ACO ACO 
AC
O 

100,
00% 

3 

1 HABCPSOGA2 GA GA 
PS

O 

100,

00% 
3 

1 HABCPSOGA6 GA PSO GA 
100,
00% 

3 

1 HABCPSOGA9 PSO GA GA 
100,

00% 
3 

2 HABCACO7 ACO 
 

AC

O 

99,2

0% 
2 

2 HABCPSOGA3 GA 
 

PS
O 

99,2
0% 

2 

3 HABCPSOGA7 PSO GA 
 

98,4

8% 
2 

4 HABCACO5 
 

ACO 
AC

O 

98,4

0% 
2 

4 HABCPSOGA8 PSO 
 

GA 
98,4

0% 
2 

5 HABCACO2 ACO ACO 
 

98,0

0% 
2 

6 HABCPSOGA1 
 

GA 
PS

O 

97,9

0% 
2 

7 HABCPSOGA5 
 

PSO GA 
97,8
5% 

2 

8 HABCPSOGA4 GA PSO 
 

97,5

0% 
2 

IV. CONCLUSION 

Because of the high level of complexity of the job shop 
scheduling problems, powerful and hybrid approaches are 
essential to address these challenging NP issues. 

A robust swarm intelligence multi-hybridization technique 
is the key to achieving maximum efficiency in the resolution of 
job shop scheduling issues. 

In this article, the authors develop novel multi-
hybridization approaches of swarm intelligence methods called 
HABCACO through hybridization of artificial bee colony 
(ABC) algorithm and ant colony optimization (ACO) 
technique in various ways to provide optimal or near optimal 
solutions to job shop scheduling problems. 

In this new approach, HABCACO adjusts the standard 
artificial bee colony techniques (ABC) to balance the impact of 
exploration and exploitation processes in algorithm 
performance. 

Balanced exploration and exploitation capacities can 
improve method performance in terms of solutions quality. 

The assessment of HABCACO's performance was analyzed 
on 250 well-known benchmark instances of the classical OR-
library of job shop scheduling problems. 

The overall experimental findings clearly demonstrated that 
the proposed new technique surpassed other compared 
optimization algorithms in terms of the total number of 
successfully resolved benchmark instances and the global 
optimum attainment. 

Furthermore, the experimental results clearly demonstrated 
that the approaches are robust, effective and reliable for solving 
job shop scheduling problems. 

More importantly, the results showed that the suggested 
techniques HABCACO produced the best results in 
comparison to other optimization methods HABCGA and 
HABCPSOGA available in the literature. 

Therefore, the suggested approaches are solid techniques 
which have the potential to solve the scheduling problem and 
can be applied to solve complex optimization issues. 

As future research, the authors intend to apply these 
approaches developed in this article to another type of 
scheduling problems and complex optimization problems. 
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