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Abstract—Hate speech often spreads on social media and 

harms individuals and the community. Machine learning models 

have been proposed to detect hate speech in social media; 

however, several issues presently limit the performance of 

current approaches. One challenge is the issue of having diverse 

comprehensions of hate speech constructs which will lead to 

many speech categories and different interpretations. In 

addition, certain language-specific features, and short text issues, 

such as Twitter, exacerbate the problem. Moreover, current 

machine learning approaches lack universality due to small 

datasets and the adoption of a few features of hateful speech. 

This paper develops and builds new feature sets based on 

frequencies of textual tokens and psychological characteristics. 

Then, the study evaluates several machine learning methods over 

a large dataset. Results showed that the Random Forest and 

BERT methods are the most valuable for detecting hate speech 

content. Furthermore, the most dominant features that are 

helpful for hate speech detection methods combine psychological 

features and Term-Frequency Inverse Document-Frequency 

(TFIDF) features. Therefore, the proposed approach could 

identify hate speech on social media platforms like Twitter. 

Keywords—Hate speech detection; hate speech classification; 

hate speech features; hate speech methods 

I. INTRODUCTION 

As the number of users of social media increases, the 
impact of hate speech is drastic due to the ease of posting hate 
speech without geographical boundaries and user anonymity. 
The uncontrolled spread of hate can damage our society 
gravely and severely harm marginalized people or groups [1]. 
The effect of hate crimes is widely spread due to the users‟ 
anonymity[2] and the wide use of social media. Twitter, as 
social media, was studied by 54.81% of researchers; primarily, 
textual analysis was the prevalent method with 33% compared 
to other methods [3]. 

Hate speech detection is a challenging research problem 
due to many issues, including competing definitions, limited 
feature sets, small-sized datasets, and the current design of 
current models. Competing hate speech definitions capture 
different information with different interpretations by 
proposed models. For example, racist and homophobic tweets 
are more likely to be classified as hate speech. However, some 
definitions are debatable [4]. Therefore, the nonexistence of a 
universally accepted definition is due to whether offensive 
conveys hate or not [5]. The critical aspect is separating hate 
speech language from other offensive languages [6]. The 
problem of competing definitions would result in a poor 

feature detection set that could not help identifying hate 
speech. The problem posed by ungrammatical text has mainly 
been used to mitigate the difficulty of automatically detecting 
hateful speech, particularly when users intentionally change 
keywords‟ spelling or avoid automatic content [7], [8]. 

The issue of feature detection becomes more challenging 
as some words are contextual dependent on users and groups 
and are not inherently offensive [9], [10]. Small-sized datasets 
are not enough to generalize results or capture compelling hate 
speech detection features. For example, Cervero‟s method 
[11] employs 200 tweets and yet achieves a good result. 
Obstacles also include partially labeled data, which makes 
comparing the performance of many datasets hard to validate. 
Therefore, many machine learning models do not generalize 
any hate speech content as it is limited to specific keywords or 
dictionaries [11]. For example, it was shown that the Yin and 
Zubiaga model‟s performance[12] drops down by 10% when 
tested on another dataset outside the same group of datasets. 
As a result, the feature sets of datasets do not necessarily 
represent real-life cases, despite reported performance[11]. 
Therefore, several machine learning models cannot scale well 
in practice or models that are not robust due to dataset bias. 

This paper develops several machine learning models that 
are helpful in detecting hate speech based on textual tweets on 
Twitter. The paper uses the Twitter dataset of 150k tweets 
[13], called the MMHS150K benchmark dataset. The images 
were removed from the dataset, and the dataset was converted 
from the JSON to a tabular format. Three textual features were 
extracted from the dataset: the frequency of user mentions, 
hashtags, and emojis; TFIDF of 3-grams; and psychological 
features extracted by the Linguistic Inquiry and Word Count 
(LIWC) [14]. Linguistic Inquiry and Word Count is a software 
application for counting words that references a lexicon of 
grammatical, psychological, and content word categories. 
LIWC has been used to categorize texts effectively along 
psychological dimensions (such as users‟ personality traits and 
emotions). The proposed approach was tested on Naïve Bayes, 
Gradient Boosting, XGBoost, Random Forest, KNN, and 
Decision Trees algorithms. This study aims to present a model 
that could be used to automate hate speech detection on any 
social media platform such as Twitter. We also aim to find the 
best features that work well with the best-performing 
algorithm. 

The proposed method has several contributions aside from 
using existing machine learning models from conventional 
and deep learning methods. This study has extensively studied 
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the effect of three different groups of feature sets on the 
results of hate speech detection. We have shown that 
combining more than one feature set provides a good 
performance model. Moreover, the proposed method studies 
the multilabel classification problem and delivers results at the 
label level, which was lacking in previous studies. 
Additionally, the proposed model could be integrated with 
social media platforms to instantly detect and block hate 
speech. 

Our research objectives include identifying textual features 
that were effective in the classification. For example, the 
model should be able to detect hate speech fine-grained at the 
label level given a short text (Tweet). 

The paper is outlined as follows. Related works are 
summarized in Section II. Section III illustrates the proposed 
machine learning approach. Results and discussions are 
explained in Section IV and V. The paper is concluded in 
Section VI. 

II. RELATED WORK 

Hate Speech and Offensive Content Identification in Indo-
European Languages (HASOC) is a new track to detect hate 
speech detection in the research community. The HASOC 
track intends to provide a platform to develop and optimize 
Hate Speech detection algorithms for Hindi, German and 
English [15]. The best result on the English language dataset 
of HASOC was based on Long Short-Term Memory (LSTM), 
which used GloVe embeddings as input. The best system 
achieved a performance of f1-measure of 0.52; however, the 
dataset has only 3,708 records for the English dataset. The 
International Workshop on Semantic Evaluation (SemEval) 
organizes the OffensEval series of shared tasks on offensive 
language identification using the hierarchical annotation of the 
type and target of offensive content [16] [17]. However, 
robust datasets survive in many classification tasks of hate 
speech and are reusable and easy to update. 

Furthermore, it was reported that robust datasets are 
required to allow comparability of features and methods [18]. 
Therefore, as posts of hate speech can also be implicit, few 
lexical features could be used for machine learning models. 
Although there are many approaches and features, the current 
list of models cannot be generalized due to dataset size, 
credibility, low precision, or imbalanced datasets. 

The literature reported various features of hate speech that 
include shallow lexical features [19], dictionaries [20], 
sentiment analysis [21], linguistic characteristics [22], 
knowledge-based features [23], and meta-information [24] of 
social media content. Readers may refer to a comprehensive 
study of hate speech detection methods and datasets published 
recently [25]. However, the literature showed that shallow 
lexical detection methods have low precision [19]. The 
literature reported that identifying hate speech on a large scale 

is still an unsolved problem [26]. For example, the DeepHate 
method [16] is based on many features: word embeddings, 
sentiment, and topic information. Recently, aggressive and 
gendered identification are getting attention [27]. It was found 
that stylometric (such as function words ) and emotion-based 
features are robust indicators of hate speech[28]. Markov et al. 
[28] provided a model based on encoded emotion information 
of 14,182 emotion words and their association with emotions 
and sentiments from the emotion lexicon [29]. Furthermore, 
the Linguistic Inquiry and Word Count (LIWC) of Pennebaker 
et al. [14] and profanity [30] (especially anger) are good 
indicators of hate speech in the Indian language context [31]. 
The LIWC categories include linguistic statistics such as 
counts and summary variables: analytic, clout, authenticity, 
and emotional tone. In addition, the LIWC could reveal 
feelings, personality, and psychological motivations [14]. 
However, it was shown that the features relating to users‟ 
personality traits and emotions in text achieved an accuracy 
result of 0.7 in English text [32]. 

Therefore, current methods lack a suitable set of features 
for hate speech; are either based on small datasets or have low 
performance when tested over multiclassification hate speech 
problems. The overall issue is related to the nonexistence of a 
universally accepted definition of hate speech which results in 
whether offensive tweets convey hate or not [5]. 

III. PROPOSED FRAMEWORK 

In this study, the proposed framework is a machine 
learning model with an input of a hate speech dataset and 
trained binary classification output. The framework (Fig. 1) 
has four steps: data preparation, feature extraction, model 
learning, and classification output. 

A. Data Preparation 

It was found that datasets target multiple hate speech 
categories; however, only 60% of dataset builders reported an 
inter-annotator agreement [33]. Moreover, it is common for 
many datasets to overlap between class labels, as Waseem 
[34] showed an overlap of 2,876 tweets with the Waseem and 
Hovy datasets [35]. Therefore, relevant and no obsolete 
datasets are essential to a useful predictive hate speech model. 
However, creating large and varied hate or abusive datasets 
that minimize potential bias is laborious and requires 
specialized experts [36]. Therefore, this study uses a large 
benchmark dataset taken from a previous Twitter dataset of 
150k tweets [13], the MMHS150K dataset. The dataset has an 
average tweet length of 91 characters, a minimal length of 15, 
and a maximum length of 193, including the URLs. The 
dataset has images and textual data of tweets and image 
captions from Twitter in a python dictionary inside a JSON 
file. The key of each entry in the JSON file is the tweet ID. 
The other fields include three different fields, which are the 
image URL, tweet URL, tweet text, and class labels. The 
dataset has six classes, shown in Table. I. 
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Fig. 1. Proposed Framework. 

TABLE I. DISTRIBUTION OF CLASS LABELS IN THE BENCHMARK 

DATASET* 

Class Total Instances 

Not Hate 131,081 

Racist 44,535 

Sexist 19,509 

Homophobe 10,554 

Religion 2,119 

Other Hate 21,217 

Total 143,277 

* Further details about extracting and preparing the original dataset are found here 
https://gombru.github.io/2019/10/09/MMHS/  

B. Data Preprocessing 

The following are the text preprocessing actions carried 
out in this study. 

1) Removal of images and keeping only textual content in 

the dataset. This step involves converting the dataset into a 

tabular format for further preprocessing. 

2) Stop words removal. 

3) Convert text to lowercase after counting the number of 

capital letter words. 

4) Removal of user mention after checking if a tweet has a 

mentioned user. 

5) Emotions extraction using the UNICODE_EMOJI 

library from the emot.emo_unicode package. 

6) Convert emojis to placeholders so that they will be part 

of the 3-grams. 

7) Tokenization. 

8) Lemmatization. 

9) 3-grams Extraction. 

10) Convert text to TF-IDF vector. 

C. Feature Extraction and Development 

Based on previous literature, this study selects several 
feature sets such as frequency of tokens (e.g., hashtags) or 
TFIDF and word embeddings. We follow the following 
criteria for selecting the sets of features: (1) features must be 
used in prior hate speech detection models with evidence of 
acceptable results, (2) the feature must be textual and in line 
with the current dataset characteristics, and (3) the feature 
should be used by at least two related studies. Therefore, 
following these criteria, the features are explained in Table II. 

Notably, the selection of feature set 3 is used by only one 
related study; however, such feature set (LIWC) was evident 
in other studies related to human sentiments. Therefore, 
different combinations of the three groups will be used with 
various machine learning algorithms. 

D. Model Learning 

This study examines the performance of traditional and 
deep learning methods on the benchmark dataset. A good 
model must use the minimum number of features; therefore, 
this study finds the best features that maximize performance. 
Consequently, the following methods were selected from 
machine learning: Naïve Bayes, Gradient Boosting, XGBoost, 
Random Forest, KNN, and Decision Trees. The benchmark 
dataset was split into training and testing (80% training and 
20% for testing). Stratified sampling is used to ensure proper 
sampling for each class label. The dataset is imbalanced; 
therefore, the dataset is balanced using oversampling 
techniques of SMOTE, where BorderlineSMOTE was the 
best. 

Dataset
MMHS150K
Gomez et al. 

(2018)

JSON file Processing
(Image removal)

Preprocessing

Training
Data Testing Data

Feature Extraction 
and Development

Traditional machine 
learning features :TF-

IDF,POS,..

Deep learning features 
:word embeddings 

(Glove), LIWC

Model Learning

NB,GB,XGBoost,RF,KNN

CNN, LSTM,BERT

Hate
Not Hate

Data Preparation

2 3

1
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TABLE II. THE FEATURE SET FOR HATE SPEECH DETECTION 

Category Name Description Rationale 
Related 

Studies 

Feature Set 1 

(Counts) 

Username Mention 

Checks if a tweet mentioned any 

other user. The preprocessing 
uses „1‟ if a username is 

mentioned, „0‟ otherwise 

Mentioning a person could indicate hate toward that 

person. 
[37] 

Capital Letter 
Count of words with Capitals 

letters. 

Tweets that have capital letters may indicate hate or 

stress in speech. 
[38] 

Hashtags Count of hashtags Similar to the user mention 

[37] 

[39] 

[40] 

Emojis Count of emojis in the tweets Could indicate a negative attitude of users [26] 

Feature Set 2 

(TFIDF) 

TFIDF 

Or Word Embeddings 

Cleaned TFIDF vector. It 

includes tokenization, stemming, 

and 3-grams. 

Word embeddings (Glove) is 

used with Deep learning models. 

The semantic structure of tweets 

[41] 

[42] 

[37] 

[43] 

[44] 

[45] 

Feature Set 3 

(LIWC) 

Summary Language 
Variables 

analytic, clout, authentic, and 
tone 

Analytical thinking, 

clout, 

authenticity, 

emotional tone 

Proposed by 
this study 

Linguistic Dimensions i, we, you, shehe, they, and ipron 

It was shown that the hate speech features relating to 

users‟ personality traits and emotions in text achieved 

an accuracy result of 0.7 in English text [32]. 

Proposed by 

this study 

Psychological Processes 

 

Affect variables 

posemo, negemo, anx, anger, and 

sad 

[46] 

social family, friend, female, and male 
Proposed by 

this study 

bio body, health, sexual, and ingest 
Proposed by 

this study 

drives 
affiliation, achieve, power, 

reward, and risk 

Proposed by 

this study 

The results that predict hate speech are anlayzed following 
the standards of machine learning. The precision, recall, f1-
measure, and ROC standard performance metrics. The 
analysis also includes a comparison with other methods in 
hate speech detection. The analysis also includes identifying 
the most predictable features for each model. 

IV. EXPERIMENTS, RESULTS AND DISCUSSION 

Following the selected features in Table II and after 
preprocessing the dataset, each feature set was created using 
the python scikit-learn library. Each feature set was prepared 
alone, allowing different feature sets to be combined with 
various machine learning algorithms. For example, the first 
feature sets were processed as follows: 

1) If a Tweet includes a usernames, add another feature 

that is „0‟ has does not include a username and and „1‟ has 

mentioned any user name. 

2) If the Tweet has capital letter words, add a new feature 

and place the total number of capitalized words. 

3) Keep hashtags as they might be informative. 

4) Replacing URLs, mentions, emojis, Retweets, and 

capital letters as placeholders. 

For example, the tweet 

„@Mr_Rodie94 Nigga was in the store like 😂 
https://t.co/dSEb83kIhm‟. 

becomes 

„mention_placeholder nigga was in the store like 
face_with_tears_of_joy url_placeholder‟. 

The second feature set is the TFIDF with 3-grams, which 
was carried out using python; the top trigrams are shown in 
Fig. 2. Samples of preprocessing steps are shown in Fig. 3. 
Finally, the third feature set was extracted with LIWC 
software, which in turn was exported to excel and 
preprocessed with python. 

 

Fig. 2. Top Trigrams. 
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(a) 

 
(b) 

 
(c) 

 
(d) 

Fig. 3. Preprocessing Steps. Showing Usernames for Both Negative and Positive Example (a), Counting of Capital Words (b), Counting of Hashtags(c), and 

Count of Mentioned (d). 

E. Application of the Proposed Methods (Model Learning) 

The classification of this research is a binary classification 
where each machine learning algorithm is tested on the dataset 
(hate/not hate). The adopted methods are explained in Table 
III. On the other hand, the deep learning structure for binary 
classification of hate speech is shown in Appendix A. The 
parameters were deduced as per many experiments 
considering that the nature of machine learning is 
multiclassification. Each feature set was first to run alone with 
a specific method, and then the features were combined 
together. 

TABLE III. TRADITIONAL MACHINE LEARNING METHODS FOR BINARY 

CLASSIFICATION OF HATE SPEECH 

Algorithm Settings 

Naïve Bayes naive_classifier = MultinomialNB() 

Gradient 

Boosting 

criterion='friedman_mse', 

init=None, 

learning_rate=0.1, 

loss='deviance', 

max_depth=3, 

max_features='log2', 

max_leaf_nodes=None, 

min_impurity_decrease=0.0, 

min_impurity_split=None, 

min_samples_leaf=1, 

min_samples_split=2, 

min_weight_fraction_leaf=0.0, 

n_estimators=80, 

n_iter_no_change=None, 

random_state=None, 

subsample=1.0, 

tol=0.0001, 

validation_fraction=0.1 

XGBoost 

base_score=0.5, 

booster='gbtree', 

colsample_bytree=0.6, 

gamma=0.3, 

learning_rate=0.01, 

max_depth=3, 

min_child_weight=1, 

n_estimators=20, 

random_state=40, 

reg_alpha=0, 

reg_lambda=1.5, 

scale_pos_weight=1, 

seed=None, 

subsample=0.4 

Random Forest n_estimators = 200 

KNN 

algorithm='auto',  

leaf_size=30, 

metric='minkowski', 

metric_params=None, 

n_jobs=None, 

n_neighbors=10, p=2, 

weights='uniform' 

Decision Trees 
riterion='entropy', 

random_state=1 

Deep Learning models 

CNN 
Structure varies based on feature sets, as explained in A

ppendix A 

LSTM 
Structure varies based on feature sets, as explained in A
ppendix A 

BERT 
Structure varies based on feature sets, as explained in A

ppendix A 
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F. Classification Output Analysis 

Following the machine learning Table III, Appendix A, 
and the proposed set of features in Table II, the results are 
depicted in Fig. 4-6 and discussed here. As shown in Fig. 4, 
the first feature set is the lowest-performing feature set, 
indicating that such features are not performing well. 
However, the second and the third feature sets provide 
promising results with the most studied algorithms. The 
highest performance was for the BERT, with a 0.974 f1-score 
measure on the second feature set and 0.956 on both the first 
and the third feature sets. The f1-measure for positive and 
negative examples of the selected machine learning models is 
shown in Fig. 5. The figure shows that models provide high 
performance for positive examples (hate=1) and low 
performance for negative examples. This finding is consistent 
with previous works [19] and shows that negative examples 
are still challenging due to the use of similar keywords, as 
illustrated earlier [6] [5]. Therefore, the nonexistence of a 
universally accepted definition is due to whether offensive 
conveys hate or not [5]. Overall, the proposed model provided 
higher performance in binary classification, 0.98 compared to 
the original model of a maximum of 0.734 [47]. 

 
Fig. 4. Traditional and Deep Machine Learning Algorithms F1-Measure 

against Feature Sets. 

 
Fig. 5. Selected Algorithms Average F1-Measure (Binary Classification 

Feature Combinations). 

 

Fig. 6. Deep Learning Machine Learning Algorithms F1-Measure against 

Feature Sets. 

Next, the performance of LSTM, CNN, and BERT (along 
with the baseline methods) are shown in Figure 6. For BERT: 
bert_multi_cased_L-12_H-768_A-12/2 model were used. The 
f1-measure for the BERT model is the highest among the deep 
learning models. The structure of these algorithms is shown in 
Appendix A. As compared with previous methods, BERT is 
the most promising method. The reported f1-measure for 
BERT is 0.974. Above all, BERT was the most prominent 
method that distinguishes the negative examples of hate 
speech, as shown in Fig. 5. However, in practice, it is essential 
to select the best performing set of features that provides the 
optimal model. Fig. 5 shows the list of selected algorithms and 
their performance when several features are merged. It shows 
that the LSTM got an f1-measure of 0.96 when combining 
features (set 1 and set 2). Contrary to our previous finding that 
BERT is the best, it was not performing as compared to LSTM 
due to the complexity of integrating feature sets of the original 
bert_multi_cased model and the new features extracted from 
text. Nevertheless, the most consistent algorithm for the 
random forest provides relatively similar results when 
different feature sets. 

Table IV shows a sample of related works on hate speech 
classification and their performance. Unfortunately, most 
models are not available to the public and were tested in 
different datasets. Therefore, careful interpretation of the 
results in the table should be considered as different datasets 
will eventually change the model outcomes; this issue is 
already discussed before. 
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TABLE IV. TRADITIONAL MACHINE LEARNING METHODS FOR BINARY 

CLASSIFICATION OF HATE SPEECH 

Ref Dataset Best Method Accuracy 
F1-

measure 

[48] 
Islamophobic hate 

speech:100K 

tweets 

One-versus-

one SVM 
0.77  

[19] 25K tweets SVM  0.91 

[49] 5K tweets 
Logistic 

Regression 
0.704  

[39] 76 K tweets 
MCD + 

LSTM 
0.78  

[50] 6.6K tweets GRU + CNN  0.78 

[51] 

14 K for SemEval-

2019 Task 6 

subtask A: 

Offensive/non-
offensive 

MCD + 

LSTM 
0.78 F1-score  

[52] 
SemEval-2019 

Task 6 [154] 
GRU + CNN 

Task A: 

classification of 

tweets into 

either offensive 
(OFF) 

or not offensive 

(NOT)  

0.78 for 
supervised 

0.77 for the 

unsupervised 

approach 

 

[53] 
six datasets and 

121 customized 

list 

Cat Boost  

F1-score 

ranging 

from 0.85 

to 0.89 

Best 

average 

F1-score 

87.74 

across all 

datasets 

V. DISCUSSION 

Our research objectives include identifying textual features 
that were effective in the classification. The research showed 
that the most dominant features are textual features extracted 
from TFIDF features, as shown in Fig. 2. The features are 
focused on emotional features such as face_with_tears_of_joy, 
which was evident in the dataset with 4,528 frequent items. In 
addition, other keywords were frequent, such as „fire,‟ 
„nigaal‟, „dick van dyke‟, and others. Such a finding is 
consistent with previous studies that showed that sentiments 
are effective in showing a large number of hate speech 
contents [37], [38], [54]. In addition, the findings are 
consistent with works related to LIWC as additional features 
showing human behavior [46]. 

The developed machine learning models showed that, as 
expected, the binary classification was providing acceptable 
results. The best performing model was BERT with 0.974. 
LSTM also reported good results with an f1-measure of 0.96. 
The reason is that these models depend on high-dimensional 
word embedding, and their design was proved to work well 
with many textual classification tasks. The combination of 
feature set 2 and feature set 3 provides good results for LSTM 

and BERT models. The other models reported lower 
performance, such as CNN (below 0.66 f1-meaure) for the 
combination of feature set 1 and feature set 2. A single feature 
set, such as feature set 2 performed well on most algorithms. 
The best-performing model reported an f1-score of binary 
classification f1-score of 0.704 with the Feature Concatenation 
Model (FCM) [13]. The proposed model reported LSTM with 
an f1-measure of 0.96 (feature set1+feature set 2) with binary 
classification and 0.96 on LSM and CNN (feature set 
2+feature set 3). However, the proposed model has not 
reported good performance for each label. The investigations 
showed the original imbalanced dataset, which does not have 
enough examples for each label. Due to the complexity of hate 
speech detection, decision trees and KNN provided high f1-
measure performance based on TFIDF feature sets. However, 
these algorithms did not generalize well at the label level 
(hate/not hate), indicating that there were standard features 
between positive and negative examples of the hate speech 
benchmark dataset. 

Consequently, with a wide set of machine learning models, 
the results indicate that as the number and type of features are 
added (shown in groups in Table II.), the machine learning 
model performance increase. The reason is that the additional 
features add new semantics to the embedded or intended 
meaning in a particular Tweet. For example, the LIWC 
features (Feature set 3), have shown relatively good 
performance in detecting sentiments and user psychological 
features. 

Although the experiments have been run on a single 
dataset, the dataset is considered one of the largest datasets 
that are available online. According to a previous study, it was 
found that current datasets suffer from various aspects, 
including their size, bias, and authenticity in terms of the 
annotation process [25]. A comparison of hate speech models 
was not fully available as many models are not published, or 
the dataset is private. However, the proposed model was able 
to provide an acceptable accuracy with a baseline work that 
used additional non-textual features such as images and their 
captions [13]. Therefore, given these restrictions, and due to 
the complexity of hate speech features, the results are 
considered acceptable but should be interpreted within the 
context of hate speech categories implied in the adopted 
benchmark dataset. The new work provides implications to 
theory with newly adapted machine learning models and could 
be used on unseen data on Twitter or similar social media 
platforms. 

VI. CONCLUSION 

This paper develops three feature sets that could be used 
for hate speech detection: frequencies of unique tokens, 
TFIDF, and LIWC features. Then, the paper extensively 
compares several machine learning models: Naïve Bayes, 
Gradient Boosting, XGBoost, Random Forest, KNN, Decision 
Trees, LSTM, CNN, and BERT. The difficulty of hate speech 
identification was shown by the high f1-measure performance 
of decision trees and KNN based on TFIDF feature sets. 
However, these algorithms did not generalize effectively at the 
label level (hate/not hate), showing that positive and negative 
samples of the hate speech benchmark dataset shared common 
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characteristics. Conversely, the results of the BERT model 
were relatively higher, with an f1-measure of 0.974 on the 
same feature set (TFIDF). In addition, the LIWC feature sets 
and their combination with TFIDF provided better results on 
the LSTM method. However, features among the adopted 
LIWC could share common information. It is recommended 
that the adopted approach should be considered in the context 
of generic hate speech on a short text like Twitter. The model 
might need retraining due to out-of-vocabulary keywords that 
users might use over time. Furthermore, the researchers might 
consider another resource of hate speech aside from Twitter. 
Therefore, we plan to test the models based on a single sub 
feature on a leave-out scheme in the future. 
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APPENDIX 

Appendix A: Architecture of deep learning models used in this paper. Please note that the parameters of these algorithms was tuned based on 10% of the 
dataset after several trails on the algorithms till the parameters were set as shown the appendix. 

CNN                                  Feature Set1                    Feature Set 2                    Feature Set 3 

 

 

 
 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 8, 2022 

869 | P a g e  

www.ijacsa.thesai.org 

LSTM 

 
 

 

    

    

BERT 

Feature set 1 

 

BERT 

Feature set 2 

 

BERT 

Feature set 3 

 
 


