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Abstract—The characteristics of port dangerous goods are 
complicated and diverse in danger, which is very likely to cause 
chain effects once a fire and explosion accident occurs. Based on 
the distribution characteristics of dangerous goods container 
yards and the special national storage requirements for 
dangerous goods containers, the paper establishes a multi-
objective optimization model with a double priority of safety and 
economy, starting from reducing the number of reversals. The 
improved non-dominated sorting genetic algorithm based on the 
elite strategy was used to solve the model and the algorithm was 
tested and improved. Based on the Pareto optimal solution set, 
the entropy weight-TOPSIS method was used to optimize the 
sorting of multiple solution sets, which improved the 
performance of the algorithm. The analysis further clarifies the 
important relationship between attributes, and the running time 
is shortened by 85.7% compared with the traditional NSGA 
algorithm. The optimization model and algorithm can provide 
decision support for the actual operation and management of 
container storage, and provide a good reference for accident risk 
prevention and control. 
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I. INTRODUCTION 
The wide range of chemicals in port, hazardous chemical 

yards, their high hazardousness, and mobility poses a double 
challenge for business process optimization and risk control in 
the yards. In 2015, the "8.12" fire and explosion accident in 
Tianjin Port caused serious casualties and property damage, 
which was mainly caused by the irregular management of 
dangerous goods container yard storage, and the serious 
phenomenon of overloading, over-height, and irregular mixed 
storage. To further strengthen the safety management of 
dangerous goods in ports and to prevent and reduce dangerous 
goods accidents, the Ministry of Transport of the People's 
Republic of China revised the Provisions on the Safety 
Management of Dangerous Goods in Ports in 2017, putting 
forward higher requirements on the risk management of 
dangerous goods in ports. 

The allocation of container yard space is a key factor that 
restricts the efficiency of terminals and increases the 
operational costs of the terminal. Reducing the number of 
unloads to increase terminal efficiency and reduce operating 
costs has become the focus of research in this field. Zhang and 
Ambrosino et al. [1], [2] consider the weight of the container 

and develop a dynamic model to reduce the number of 
reversals. Galle et al. [3] established the optimization model of 
container pre-marshaling by considering the loading order. A 
new unified integer programming model was designed to solve 
the problem of reducing the number of containers unloaded. In 
addition to the weight and shipping order, the uncertainty of 
delivery time [4], exit box entry time [5], [6], and pick-up time 
[7], [8] are also critical factors that affect unloading operations. 
Besides the number of box dumps, the task allocation of the 
bridge [9] and moving path [10] also affect the box allocation 
strategy. All the strategies mentioned are used for ordinary 
containers, with no consideration of dangerous goods container 
stowage rules, Zhou et al. [11] established a distribution 
optimization model for dangerous goods containers by 
considering the storage height limit, and this model was solved 
using the Monte Carlo tree algorithm, it improves the 
efficiency of putting boxes away, but it does not take into 
account the impact of the number of reversals on safety. 

Many algorithms to solve bin allocation exist, such as the 
heuristic algorithm [6], [12] particle swarm algorithm [13], 
tabu search algorithm [14], mixed harmony simulated 
annealing algorithm [10], [15], and genetic algorithm [9], [16], 
[17]. Among these, the genetic algorithm is used more widely 
used. Tang et al. [18] designed a genetic algorithm-based 
heuristic to solve the storage problem of a large iron ore 
terminal; Jun and Chen [19] established a mixed-integer 
programming model based on yard crane resource optimization 
and used a genetic algorithm to solve it. Based on the above 
studies, it can be found that genetic algorithms are used more 
than the other types and can better solve the problem of bin 
allocation. However, most of the previous studies used 
traditional genetic algorithms and traditional NSGA-II 
algorithms, which lack a diversity of solutions. Therefore, this 
research focuses on the control of the elite range in the 
algorithm design and proposes an improved NSGA-II 
algorithm to improve the diversity of solutions and realize the 
convergence of the search algorithm to the global optimal 
solution. 

In summary, it can be seen that the current research on the 
allocation of container yard space is mostly directed at ordinary 
containers, with the core objective of improving operational 
efficiency and lacking attention to the safety of dangerous 
goods yards. Taking into account the special characteristics of 
dangerous goods containers and the efficiency requirements of 
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storage operations, the storage process should be regarded as a 
multi-objective optimization problem with the double priority 
of safety and economy. 

This research mainly takes dangerous goods containers as 
the research object and establishes a storage yard optimization 
model based on safety and economic benefits. At the same 
time, in order to further improve the diversity of solutions and 
realize the convergence of the search algorithm to the global 
optimal solution, it focuses on the control of the elite range and 
proposes an Improved NSGA-II algorithm. Then entropy 
weight-TOPSIS sorting method was used to conduct the multi-
attribute decision-making analysis and the Pareto optimal 
solution is obtained, to obtain the optimal solution to further 
reduce the storage risk of dangerous cargo containers and 
improve the operation efficiency. 

II. MATHEMATICAL  MODEL 

A. Problem Description 
A dangerous goods storage yard is where Dangerous goods 

containers are stored. Therefore, once an emergency occurs, 
the hazard is extremely high. The safety of hazardous chemical 
container yards is embodied in the following three aspects: 
classified storage, number of container dumps, and storage 
height. The required storage height depends on the type of 
dangerous goods. According to the "Safety Regulations for 
Port Operation of Hazardous Chemicals Containers" 
flammable and explosive Dangerous goods containers should 
only be stacked up to two tiers, and other Dangerous goods 
containers shall not exceed three tiers. Moreover, effective 
isolation should be prepared according to the nature of the 
dangerous goods. Generally, since the storage height is low, 
the movement of Dangerous goods containers employs manual 
truck operations, which do not involve the problem of the yard 
and bridge schedules. Most hazardous chemical container 
yards in ports have been zoned according to the isolation 
requirements of hazardous chemicals. Therefore, this study 
focused only on Dangerous goods containers with fixed zones. 

From a safety perspective, reducing unnecessary container 
handling operations and minimizing the storage height can 
reduce the crane workload, prevent stacks from being overly 
high, and dumping over to reduce the safety hazards caused by 
Dangerous goods containers during operation. From an 
economic perspective, reducing the operation of unloading can 
increase the efficiency of yard operation and reduce costs. The 
exit time is known for containers entering the hazardous 
chemical container yard. When a container enters the yard, it is 
necessary to optimize the bin allocation sequence to reduce the 
unloading operation. The exit time was early on the top floor. 
Generally, heavy containers are placed on the lower layer to 
ensure safety when shipping containers, and lighter boxes are 
placed on the upper layer. Therefore, when allocating bin 
positions in the yard, it is common to place heavy boxes on the 
upper layer and lighter boxes on the lower layer. 

The problem of optimizing the allocation of Dangerous 
goods containers can be summarized as minimizing the 
operation of unloading containers in a range of storage yards 
when the number of bays, rated height, and initial storage 
status is known. Moreover, the order of appearance, the weight 

of the box, and the height of the stack also affect the unloading 
operation. Therefore, it should be considered when establishing 
the optimization model. 

B. Model Assumption 
Based on the nature of the hazardous chemical container 

and storage yard scenario, the following assumptions were 
made to achieve the goal of optimizing storage: 

The loading and unloading equipment are fault-free, and all 
the operation links are normal. 

All the boxes on-site meet the isolation requirements for 
Dangerous goods containers. 

Only for Dangerous goods containers. 

The type of dangerous goods and the quality, size, and time 
of entry and exit of the dangerous chemical container are 
known. 

C. Notations and Variables 
𝐼: The set of all containers, 𝐼 = {1,2,3, … ,𝑁𝑖}，𝑖, 𝑗 ∈ 𝐼; 

𝑁𝑖: Total container arrivals; 

𝐾 : The set of all fields, 𝐾 = {1,2,3, … ,𝑁𝑘}, 1 represents 
𝐾1 , 2 Represents  𝐾2 , 3 represents 𝐾3 , 4 represents  𝐾4 , 5 
represents 𝐾5, 6 re 𝑐presents 𝐾3, 7 represents 𝐾8, 8 represents 
𝐾𝐷, 9 represents 𝐾𝐸, 10 represents 𝐾𝐹, 11 represents 𝑁1, 12 
represents 𝑁2 , 13 represents 𝑁3 , 14 represents 𝑁4 , 15 
represents 𝑁5, 16 represents 𝑁6; 

𝐵:  The set of all shells, 𝐵 = {01,02,03, … ,𝑁𝑏}; 

𝑅:  The set of all rows, 𝑅 = {1,2,3, … ,𝑁𝑟}; 

𝑇: The set of all layers, 𝑇 = {1,2,3, … ,𝑁𝑡} 

𝑄 ： The set of all container locations, 
𝑄 =  {10111,10111, … ,100111,100112, … ,𝑁𝑘 × 1000 +
𝑁𝑏 × 100 + 𝑁𝑟  × 10 + 𝑁𝑡}; 

𝑠𝑖 : 1 if put into the designated field according to the 
category, 0 otherwise; 

𝐸𝑖,𝑗: 1 if the container in the first field is on the lower level, 
0 otherwise; 

𝑥𝑖,𝑏,𝑟,𝑡 : 1 if container 𝑖  is placed in the container spaces 
(𝑏, 𝑟, 𝑡), 0 otherwise; 

𝑧𝑒: 1 if container 𝑖 enters the yard earlier than container 𝑗 
and is stacked on the lower floor; 0 otherwise; 

𝑧𝑜: 1 if container 𝑖 leaves the yard before container 𝑗 and is 
stacked on the upper level; 0 otherwise; 

𝑧𝑤: 1 if the heavier container in container 𝑖 and container 𝑗 
is stacked on the upper layer; 0 otherwise. 

D. Objective Functions 
The number of containers that exited first at the lower level 

was the smallest. 

𝑀𝑖𝑛𝐹𝑜 = ∑ ((𝑦 − 𝑧𝑜) × (𝑡2 − 𝑡1))𝑖,𝑗,𝑟,𝑡1<𝑡2               (1) 

254 | P a g e  
www.ijacsa.thesai.org 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 13, No. 8, 2022 

The number of containers with a high weight in the upper 
level was the smallest. 

𝑀𝑖𝑛𝐹𝑤 = ∑ ((𝑦 − 𝑧𝑤) × (𝑡2 − 𝑡1))𝑖,𝑗,𝑟,𝑡1<𝑡2              (2) 

Minimum stacking height. 

𝑀𝑖𝑛𝐹ℎ = ∑ (𝑋𝑖,𝑏,𝑟,𝑡 × 𝑡2)𝑖,𝑗,𝑟,𝑡1<𝑡2                              (3) 

E. Constraints 
𝑧𝑒 ≥ 𝑦 + 𝐸𝑖,𝑗 − 1;∀𝑖, 𝑗, 𝑏, 𝑟, 𝑡1 < 𝑡2           (4) 

ze ≤ y × Ei,j;  ∀i, j, b, r, t1 < t2                                   (5) 

y ≥ Xi,b,r,t1 + Xi,b,r,t2 − 1;∀i, j, b, r, t1, t2                   (6) 

y ≤ Xi,b,r,t1 × Xi,b,r,t2;∀i, j, b, r, t1, t                                 (7) 

∑ (Xi,b,r,t)i ≥ ∑ (Xi,b,r,t+1)i                                     (8) 

si = 1;∀i                                                                             (9) 

∑ (Xi,b,r,t)i,b,r,t ≤ b × (r × t − 3);∀b, r, t                 (10) 

Constraints (4) and (5) indicate that 𝑧𝑒 is 1 when 𝑖 is placed 
below  𝑗 and 𝑖  enters the field before 𝑗 , and 0 otherwise; 
constraints (6) and (7) indicate that the value of the decision 
variable y is 1 only when containers 𝑖  and 𝑗  are assigned to 
container spaces (𝑏, 𝑟, 𝑡1)  and (𝑏, 𝑟, 𝑡2) , respectively, and 0 
otherwise; constraint (8) indicates that boxes cannot be placed 
in suspension; constraint (9) indicates that all hazardous 
materials are stored in the field area where they should be 
stacked; constraint (10) indicates that a buffer container space 
should exist within each field area. 

III. DANGEROUS CHEMICALS CONTAINER YARD BIN 
ALLOCATION ALGORITHM AND PLAN OPTIMIZATION 

A. NSGA-II Algorithm 
The multi-objective functions of hazardous chemical 

container storage optimization are not completely co-
directional functions. In most cases, optimizing one function 
leads to a decrease in the performance of other objective 
functions. Therefore, it is difficult to simultaneously optimize 
all objectives. Therefore, when solving the multi-objective 
optimization problem, the solution set obtained is optimal for 
one optimization objective, and may not be optimal for other 
optimization objectives, which causes the multi-objective 
function to have multiple optimal solutions. This study adopted 
the NSGA-II algorithm to avoid the lack of diversity of the 
NSGA algorithm in later stages and improved the crowding 
distance and crowding degree comparison operators in the 
algorithm. The main purpose is to maintain the diversity of the 
population to the best extent possible while avoiding local 
precocity. 

Table I Comparison of traditional NSGA algorithm and 
improved NSGA- II shows that the improved NSGA-Ⅱ has 

more advantages than traditional genetic algorithms in solving 
multi-objective optimization problems. The steps to improve 
the NSGA-II algorithm are as follows. 

TABLE I.  COMPARISON OF TRADITIONAL NSGA ALGORITHM AND 
IMPROVED NSGA- II 

Traditional NSGA algorithm Improved NSGA-Ⅱ algorithm 

Higher computational difficulty 
A fast non-dominated sorting method is 
proposed to reduce the computational 
complexity 

Need to specify a shared radius 
Improved crowding and crowding 
comparison operator to maintain the 
diversity of the population 

No elite strategy Introducing elite strategy, controlling elite 
range, and expanding sampling space 

1) Initialization parameters: Generate the initial 
population X, the population size x_size, and the maximum 
number of iterations generation_size 

2) Chromosome coding: This algorithm adopts the form 
of real number coding, as shown in Fig. 1. More specifically, 
there are m possible storage positions for the container after 
the arrival of the container, where the first n represents the 
distribution position and order of the container. For example, 
[10111 10112 10113 1012130122 10123 10131 10132 10133 
10141 10142 10143], means that there are 12 locations for 1 
shell in a certain area, and the storage location and order of 10 
containers are [10111 10112 10113 1012130122 10123 10131 
10132 10133 10141], among them, "10111" indicates that the 
position allocated to the stack is 1 zone, 01 shells, 1 column, 
and 1 floor. One chromosome corresponds to the distribution 
plan of the container. Under the assumption that there are n 
containers of the same chemical nature and m positions that 
can be stacked, an m-bit array needs to be generated that 
indicates the order in which the n containers enter the yard. 

 
Fig. 1. Coding Scheme. 

3) Fitness function: The non-dominated sorting multi-
objective genetic algorithm can directly use 𝑀𝑖𝑛𝐹𝑜  𝑀 in𝐹𝑤 
𝑀𝑖𝑛𝐹ℎ as fitness functions. 

4) Fast non-dominated sorting process: The solution of a 
multi-objective genetic algorithm is to obtain a Pareto solution 
set by the evolutionary approximation of the constructed 
genetic algorithm class. Once the fitness function is evaluated, 
the objective functions 𝑀𝑖𝑛𝐹𝑜,𝑀in𝐹𝑤 , and 𝑀𝑖𝑛𝐹ℎare sorted 
by fast non-dominated solutions. The specific sorting process 
is illustrated in Fig. 2. 
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Fig. 2. Fast Non-Dominated Sorting Process. 

When traversing other individuals in the population 𝑥𝑖, if it 
satisfies 𝐹𝑜(𝑥𝑖) > 𝐹𝑜�𝑥𝑗�，𝐹𝑤(𝑥𝑖) > 𝐹𝑤�𝑥𝑗�，𝐹ℎ(𝑥𝑖) >
𝐹ℎ�𝑥𝑗�, then it is said that individual 𝑥𝑖 dominates individual 
𝑥𝑗 , and individual 𝑥𝑗  is stored in the dominating set 𝑠𝑖 . If it 
satisfies 𝐹𝑜(𝑥𝑖) < 𝐹𝑜�𝑥𝑗�，𝐹𝑤(𝑥𝑖) < 𝐹𝑤�𝑥𝑗�，𝐹ℎ(𝑥𝑖) <
𝐹ℎ�𝑥𝑗�, then it is said that individual 𝑥𝑗 dominates individual 
𝑥𝑖 and the dominant parameter 𝑛𝑖 + 1. 

5) Improve the calculation method for congestion” The 
selection of NSGA-Ⅱ will allow excellent individuals to 
continue to breed in iterations until the maximum population 
size is reached, which will easily lead to a loss of individual 
diversity. Ultimately, it will lead to premature convergence of 
the algorithm. This study has improved the algorithm to avoid 
obtaining the local optimal solution: first traverse the 
individual 𝑥𝑖  in the non-dominated level, calculate the 
function value of a certain objective function, arrange it in 
descending order according to the function value, and set the 
individual congestion degree on both sides of the sequence to 
the maximum value that can be guaranteed to be always 
selected. Before calculating the crowdedness of individual 𝑥𝑗, 
first, judge whether 𝑥𝑗 is the same as the previous individual. 
If they are the same, the crowning degree of individual 𝑥𝑗 is 
no longer calculated, and the non-dominated level value of 
individual 𝑥𝑗 is directly added to the population size. If it is 
not, the calculation is performed according to Equation (11). 
The non-dominated sorting after mixing the parent population 
with the offspring population produced can effectively avoid 
redundant individuals. 

  𝑖𝑑 = 𝑖𝑑 + 𝑓𝑖(𝑥𝑖+1)−𝑓𝑖(𝑥𝑖−1)
𝑓𝑖
𝑚𝑎𝑥−𝑓𝑖

𝑚𝑖𝑛            (11) 

6) Improved elite retention strategy: The elite retention 
strategy causes the parent and offspring to merge, and 
redundant individuals are prone to exist. Based on the NSGA-
Ⅱ algorithm, this study made some improvements to its elite 
retention strategy. The improved strategy is marked to judge 
redundant individuals and merge them into a temporary level. 
Finally, when the newly generated population is insufficient, 
the corresponding redundant individuals are removed and 
merged into the new population, thereby increasing the 
diversity of the population, as shown in Fig. 3. 

 
Fig. 3. Improved Elite Retention Strategy Process. 

7) Genetic operation: The selection operation has adopted 
the roulette selection operator. 

The crossover operation adopted a crossover operation to 
simulate a binary single-point crossover operator. The criteria 
were as follows: 

x�1j = 0.5 × �(1 + ri) ∙ x1j(t) + (1 − ri)x2j(t)� 

x�2j = 0.5 × [�1 + rj� ∙ x1j(t) + (1 − rj)x2j(t)]        (12) 

𝑥𝑖,𝑗，𝑥�𝑖,𝑗  (𝑖 = 1,2) represent the 𝑗 genes of the father and 

offspring, respectively; 𝑟𝑖 = �
�2𝑢𝑗�

𝑖
𝜂𝑐+1

，𝑢𝑗 ≤ 0.5

� 1
2(1−𝑢𝑗)

� 𝑖
𝜂𝑐+1

，others
, 

𝑢𝑗 ∈ 𝑈(0,1), 𝜂𝑐 > 0 is the distribution index. 

The work done in this study improved the mutation 
operation to determine whether the mutation is performed 
according to the size of the random number generated by rand 
(0, 1). If a mutation is needed, the gene value at one position on 
the individual chromosome is replaced with the gene value at 
another position on the chromosome. 

The process set of the improved NSGA-II algorithm is 
shown in Fig. 4. 
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Fig. 4. Improved NSGA-II Algorithm Process. 

B. Multiple Scheme Optimization 
Entropy weighting is an objective method of assigning 

weights, which determines the weight of each indicator by the 
uncertainty of the information provided by the different 
attribute indicators. The TOPSIS method is a multi-objective 
decision-making analysis method that is suitable for the 
comparative study of multiple schemes. As a better way to 
avoid the subjectivity of the method, the study first used the 
entropy method of objective weighting to solve the weights 
before using the TOPSIS method to obtain Pareto optimal 
solution sorting. The preferred steps of the scheme are as 
follows: 

According to the model, it can be seen that the attribute 
indicators affecting the decision on the stacking scheme in this 
paper are the order of exit, weight, and height. The entropy 
weight method is used to calculate the weight coefficients of 
these three indicators and obtain the weight matrix ω. 

Use the vector normalization method to obtain the 
normalized weighted decision matrix. 

Suppose the decision matrix 𝐴 = �𝑎𝑖𝑗�  of the multi-
attribute decision-making problem, and the standardized 
decision matrix 𝐵 = �𝑏𝑖𝑗�, then 

𝑏𝑖𝑗 = 𝜔𝑗 ∙
𝑎𝑖𝑗

�∑ 𝑎𝑖𝑗2𝑚
𝑖=1

       𝑖 = 1,2,3. . .𝑚; 𝑗 = 1,2, . . . . ,𝑛        (13) 

Apply the weighted distance to construct the Euclidean 
distance between the target solution and the ideal solution and 
the negative ideal solution. 

𝑑𝑗 = �∑ (𝑥𝑖𝑗 − 𝑥𝑗)2𝑛
𝑗         𝑖 = 1,2,3. . .𝑚         (14) 

Calculate the comprehensive evaluation index of each plan 
and rank the superiority and inferiority of the plan according to 
the value 𝐶𝑖  in descending order. Get the optimal stacking 
solution. 

𝐶𝑖 = 𝑑𝑖
−

𝑑𝑖
++𝑑𝑖

−        𝑖 = 1,2,3. . .𝑚                        (15) 

Based on the above analysis, the process settings of the 
improved NSGA-Ⅱ algorithm are shown in Fig. 5. 

 
Fig. 5. Entropy TOPSIS Method Calculation Process. 

IV. CASE ANALYSIS 

A. Known Conditions 
Consider a container area of a hazardous chemical 

container yard in a port as an example. The considered 
container area has 14 shell positions, each of which has three 
rows, and the maximum stacking height is three layers. The 
study randomly selected 50 containers of hazardous chemicals 
to be processed from 0:00 to 1:00 on June 2, 2020. The types 
of substances in the containers include category 6.1 (toxic 
substances), category 8 (corrosive substances), and category 9 
(miscellaneous hazards). After the selected containers are 
classified according to the existing isolation rules of the storage 
yard, the 43 selected containers are all stacked in the same 
content area, and stacking is allowed for up to three layers. The 
initial number of layers of each shell in the container area is 
shown in Fig. 6. 

 
Fig. 6. The Initial Number of Stacking Levels in Each bay of the Box Area 

The information of 43 containers to be processed is shown 
in Table II. 

B. Optimization Results and Analysis 
1) Improve the calculation method for congestion: The 

algorithm of the stack optimization model established in 
Section III is used, and the algorithm settings are as follows: 
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Population size 𝑥_𝑠𝑖𝑧𝑒 = 100 , maximum iteration 
𝑔𝑒𝑛𝑒𝑟𝑎𝑡𝑖𝑜𝑛_𝑠𝑖𝑧𝑒 = 500 , crossover probability 𝑝 = 0.8 ; the 
mutation probability 𝑞 = 0.02. 

MATLAB was used to compile the code and run the 
program, and the iteration was terminated 500 times. The 
fitness of the iterative process changes, as shown in Fig. 7. 

 
Fig. 7. Improved NSGA-II Algorithm Convergence Process. 

As the number of iterations increases, the fitness value of 
the chromosome eventually converges, and a good 
convergence effect is achieved. After the program runs, 92 sets 
of Pareto solutions that simultaneously satisfy the requirements 
were obtained (Table III). 

Based on the 92 Pareto solutions obtained, a 92 × 3 
decision matrix A was constructed, and the attribute weights of 
the order of appearance, weight, and height were obtained 
using the entropy method in the following way: 𝑤1=0.4685, 
𝑤2 =0.2954, 𝑤3 =0.2360. It is evident that the order of 
appearance has the greatest impact on the container storage 
plan. 

Based on the 92 Pareto solutions obtained, this study 
constructs a 92 × 3 decision matrix A (results in the 𝐶𝑖 column 
in Table II). According to the TOPSIS method evaluation 
criteria, the solution with the highest score is selected as the 
final satisfactory solution; that is, the 34th solution set in Table 
III is the heap, and the optimal solution is stored. The stacking 
plan for the solution set is shown in Fig. 8. 

TABLE II.  COMPARISON OF TRADITIONAL NSGA ALGORITHM AND IMPROVED NSGA- II 

Number Shipping company Weight Departure time Category Number Shipping company Weight Departure time Category 

1 HLC 28384 2020/6/2 15:04 8 23 POL 22160 2020/6/3 17:06 8 

2 SNL 28314 2020/6/3   0:04 8 24 CMA 22200 2020/6/3 17:06 8 

3 MSC 24628 2020/6/3 11:28 8 25 WHL 22960 2020/6/3 17:16 8 

4 MSC 24305 2020/6/3 11:29 8 26 HMM 22940 2020/6/3 17:16 8 

5 MSC 24305 2020/6/3 11:29 8 27 HMM 23050 2020/6/3 17:31 6.1 

6 SIT 27285 2020/6/3 11:37 8 28 HMM 27330 2020/6/3 17:36 9 

7 UAS 27285 2020/6/3 12:15 8 29 OOL 27330 2020/6/3 17:36 9 

8 SNL 27285 2020/6/3 12:16 8 30 MSC 23128 2020/6/3 17:59 6.1 

9 MSC 27285 2020/6/3 12:18 8 31 WHL 22245 2020/6/3 17:59 9 

10 MSC 27285 2020/6/3 12:18 8 32 WHL 22260 2020/6/3 18:01 9 

11 SCL 25280 2020/6/3 12:22 6.1 33 CMA 22220 2020/6/3 18:01 3 

12 SCL 29388 2020/6/3 13:39 8 34 NYK 22300 2020/6/3 18:02 8 

13 MKL 29328 2020/6/3 13:39 8 35 SNL 14498 2020/6/3 18:03 8 

14 MSC 2716 2020/6/3 13:50 8 36 APL 27300 2020/6/4   1:51 6.1 

15 CNC 19178 2020/6/3 16:42 8 37 KMT 29230 2020/6/5 11:46 8 

16 MSC 19440 2020/6/3 16:42 8 38 KMT 29230 2020/6/5 11:47 8 

17 POL 22360 2020/6/3 16:48 8 39 KMT 29180 2020/6/5 11:48 8 

18 POL 22360 2020/6/3 16:48 8 40 WHL 29230 2020/6/5 11:48 8 

19 POL 19420 2020/6/3 16:50 8 41 WHL 29200 2020/6/5 11:50 8 

20 POL 19420 2020/6/3 16:50 8 42 SNL 29180 2020/6/5 11:50 8 

21 POL 19440 2020/6/3 16:51 8 43 HLC 29230 2020/6/5 11:52 8 

22 POL 19460 2020/6/3 16:51 8      

TABLE III.  COMPARISON OF TRADITIONAL NSGA ALGORITHM AND IMPROVED NSGA-II 

Number 𝑭𝒉 𝑭𝒐 𝑭𝒘 𝑪𝒊 Number 𝑭𝒉 𝑭𝒐 𝑭𝒘 𝑪𝒊 Number 𝑭𝒉 𝑭𝒐 𝑭𝒘 𝑪𝒊 

1 71 7 8 0.0104 32 72 6 9 0.0102 63 71 11 8 0.0157 

2 71 5 7 0.0061 33 72 5 9 0.009 64 71 9 10 0.0164 
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3 72 7 10 0.0129 34 71 10 12 0.0202 65 71 9 7 0.0122 

4 72 6 8 0.0089 35 72 7 9 0.0117 66 72 5 10 0.0102 

5 72 9 9 0.0151 36 71 7 10 0.0129 67 71 9 8 0.0136 

6 71 6 10 0.0114 37 71 6 7 0.0074 68 71 4 9 0.0081 

7 71 7 5 0.0068 38 72 7 7 0.0091 69 71 4 7 0.0053 

8 71 11 10 0.0188 39 71 6 5 0.0049 70 72 9 11 0.0176 

9 72 5 8 0.0076 40 71 5 8 0.0076 71 71 10 7 0.0135 

10 71 8 9 0.0134 41 72 8 11 0.0156 72 72 9 10 0.0164 

11 72 6 6 0.006 42 72 8 8 0.0121 73 71 7 11 0.0139 

12 71 8 8 0.0121 43 72 8 6 0.0095 74 73 4 5 0.002 

13 71 10 10 0.018 44 71 6 9 0.0102 75 73 6 7 0.0074 

14 72 10 9 0.0164 45 73 7 8 0.0104 76 71 5 4 0.0022 

15 72 7 5 0.0068 46 71 10 9 0.0164 77 71 4 6 0.0037 

16 71 6 6 0.006 47 71 5 10 0.0102 78 71 8 5 0.0086 

17 72 7 6 0.0078 48 71 8 7 0.0107 79 72 11 7 0.0143 

18 71 7 6 0.0078 49 71 5 9 0.009 80 71 11 7 0.0143 

19 71 6 8 0.0089 50 72 7 11 0.0139 81 73 8 7 0.0107 

20 72 6 7 0.0074 51 72 8 4 0.0079 82 72 9 7 0.0123 

21 72 7 8 0.0104 52 71 7 7 0.0091 83 71 11 6 0.0132 

22 71 8 11 0.0156 53 71 6 4 0.0043 84 72 8 7 0.0107 

23 71 10 8 0.0149 54 72 6 5 0.0049 85 72 9 9 0.0151 

24 71 9 9 0.015 55 73 7 7 0.0091 86 72 10 6 0.0123 

25 71 8 4 0.0079 56 72 6 10 0.0114 87 71 9 11 0.0175 

26 71 7 12 0.0146 57 71 5 5 0.003 88 72 5 5 0.003 

27 72 5 6 0.0045 58 71 5 6 0.0045 89 71 10 6 0.0123 

28 71 8 6 0.0095 59 71 7 9 0.0117 90 71 11 9 0.0171 

29 72 5 7 0.0061 60 71 4 8 0.0068 91 72 9 8 0.0136 

30 72 8 10 0.0147 61 72 8 9 0.0134 92 72 10 8 0.0149 

31 71 8 10 0.0146 62 72 10 10 0.018      

TABLE IV.  THE OPTIMAL PARETO SOLUTION SET OF TRADITIONAL NSGA ALGORITHM 

𝑭𝒉 𝑭𝒐 𝑭𝒘 𝑭𝒉 𝑭𝒐 𝑭𝒘 𝑭𝒉 𝑭𝒐 𝑭𝒘 𝑭𝒉 𝑭𝒐 𝑭𝒘 𝑭𝒉 𝑭𝒐 𝑭𝒘 𝑭𝒉 𝑭𝒐 𝑭𝒘 𝑭𝒉 𝑭𝒐 𝑭𝒘 

77 3 7 78 4 6 78 3 8 79 0 7 79 2 4 77 2 6 76 3 7 

77 4 5 77 4 6 72 5 11 79 2 5 74 5 6 77 5 7 76 6 10 

77 3 5 77 2 4 76 2 7 78 6 7 79 2 9 77 5 6 77 2 9 

78 2 5 77 0 4 76 2 6 76 7 4 79 4 7 77 3 7 76 5 10 

77 3 3 78 3 4 78 3 2 78 2 9 78 4 4 77 1 6 76 4 10 

78 1 8 78 5 6 78 4 10 78 2 4 77 2 8 77 4 4 78 5 3 

77 1 4 78 4 8 77 6 10 76 4 9 76 4 7 77 2 3 76 4 11 

77 3 6 78 5 7 76 6 5 76 5 4 76 8 7 78 6 6 79 3 4 

77 4 7 78 4 5 78 1 9 75 6 10 79 1 4 78 3 5 76 5 7 

71 5 11 77 6 5 75 5 10 78 4 7 77 5 8 77 6 6 78 2 8 

77 4 3 79 4 6 78 1 7 79 8 6 77 7 9 77 7 6 75 5 7 

77 3 4 76 3 5 75 7 9 76 5 6 77 4 10 79 6 6 74 4 11 
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78 3 9 76 4 6 79 4 5 73 5 10 76 6 6 77 1 7 75 6 6 

77 5 5 76 5 5 79 5 7 78 3 10 76 3 10 78 3 7 77 3 9 

79 4 4 77 1 3 78 5 5 78 5 9 76 4 8 76 3 6 74 3 6 

73 4 11 77 2 7 77 4 9 78 7 5 79 1 8 77 6 7 78 5 10 

77 5 4 78 6 3 74 3 11 78 6 5 79 2 6 79 2 7 77 6 4 

78 3 6 78 3 3 78 2 7 77 7 5 77 1 2 78 2 6 74 5 12 

77 2 2 78 4 3 75 7 7 72 5 12 79 4 3 78 5 4 74 6 8 

77 2 5 77 4 8 76 7 10 79 5 6 78 6 8 79 1 9 77 0 7 

78 5 8 77 5 3 77 3 8 77 3 2 78 8 6 79 3 8 76 6 4 

79 6 7 77 1 5 79 3 7 76 4 4 74 5 9 73 9 10    

 
Fig. 8. Box Allocation Result. 

In practical engineering applications, decision-makers can 
choose other non-inferior solutions given by the algorithm 
according to the actual situation. For instance, when weight is a 
prominent consideration, the scheme with the smallest 𝐹𝑤 can 
be selected, and when height balance is a prominent 
consideration, the scheme with the smallest 𝐹ℎ can be selected. 

2) Algorithm performance analysis: In this study, we used 
the same container data and crossover and mutation 
probabilities to verify the effectiveness of the improved 
algorithm and solve it with the traditional NSGA algorithm. In 
total, 153 Pareto solution sets were obtained. (Table IV). 

The results show: 

a) Under identical conditions, for 500 iterations, the 
comprehensive scores of the traditional NSGA algorithm and 
the improved NSGA-II algorithm are shown in Fig. 9. It is 
evident that the highest weighted comprehensive score of the 
objective function obtained by the traditional NSGA algorithm 
is lower than that of the improved NSGA-II algorithm, which 
indicates that the solution obtained by the improved NSGA-Ⅱ 
algorithm is closer to the optimal solution. 

b) After 500 iterations, the operational time of the 
traditional NSGA algorithm was 68.8 s, and the time of the 
improved NSGA -Ⅱ algorithm was 9.86 s, which is a reduction 
by 85.7%, indicating that the time consumed by the improved 
NSGA -Ⅱ algorithm is considerably shorter. 

 
Fig. 9. Comparison between Traditional NSGA Algorithm and Improved 

NSGA-Ⅱ. 

V. CONCLUSION 
The improvement of operational efficiency and the 

optimization of stacking safety have always been critical issues 
in the management of yards containing dangerous goods 
containers at ports. Combined with the needs of the application 
level, a multi-objective optimization model was constructed 
and the algorithm was optimized. The following conclusions 
can be drawn: 

1) Combined with the operation process of the dangerous 
goods container yard and the technical requirements of the 
storage, a multi-objective optimization model is established, 
which realizes the dual consideration of safety and efficiency, 
and provides the theoretical basis and technical support for the 
safe and efficient operation of the dangerous goods container 
yard. 

2) The NSGA-II algorithm was introduced to solve the 
optimization model and the algorithm was tested and 
improved. Compared with the traditional NSGA algorithm, 
the running time of the improved algorithm was shortened by 
85.7%, which not only improved the efficiency of the 
algorithm but also enriched the diversity of understanding. 
The sorting algorithm improves the pertinence of the solution. 

3) The container location allocation in this study focuses 
on storage optimization within the same container area. The 
coordinated storage problem of multiple container areas for 
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multi-category containers will be further explored in the future 
study. 
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