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Abstract—Conversational technologies are revolutionizing 
how organizations communicate with people, thereby raising 
quick responses and constant availability expectations. Students 
often have queries about the institutional and academic policies 
and procedures, academic progression, activities, and more in an 
academic environment. In reality, the student services team and 
the academic advisors are overwhelmed with several queries that 
they cannot provide instant responses to, resulting in 
dissatisfaction with services. Our study leverages Artificial 
Intelligence and Natural Language processing technologies to 
build a bilingual chatbot that interacts with students in the 
English and Arabic languages. The conversational agent is built 
in Python and designed for students to support advising-related 
queries. We use a purpose-built domain-specific corpus 
consisting of the common questions advisors receive from 
students and their responses as the chatbots knowledge base. The 
chatbot engine determines the user intent by processing the input 
and retrieves the most appropriate response that matches the 
intent with an accuracy of 80% in English and 75% in Arabic. 
We also evaluated the chatbot interface by conducting field 
experiments with students to test the accuracy of the chatbot with 
real-time input and test the application interface. 

Keywords—Chatbot; conversational agent; academic advising; 
natural language processing; deep learning; bilingual English 
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I. INTRODUCTION 
Conversational technologies are transforming the 

interaction landscape between organizations and people, 
causing digital communication to be propelled by technology 
rather than humans. A chatbot, also known as a conversational 
agent, is a software system that processes and simulates human 
conversation to provide digital assistance in real-time [1]. The 
constant availability of chatbots and the ability to respond 
immediately and communicate in a natural language have 
escalated their popularity across all domains [2], [3]. Chatbots 
are being entrusted with various tasks previously handled by 
human agents, such as providing customer service, healthcare 
advice, e-shopping, and answering queries. Organizations 
pervasively rely on chatbots to support customers’ needs and 
increase customer satisfaction with services. Therefore in this 
digital era, chatbots have the potential to support student 
queries and assist in the academic advising process in the 
education domain. 

Academic advising is an integral function of Higher 
Education Institutions (HEIs) and has been widely 
acknowledged as a principal strategy for confronting the 
challenges of persistence and retention [4]–[6]. While advising 

encompasses several tasks, one of the crucial tasks of advising 
is to provide students with the essential information required 
for navigating their academic journey successfully. This task 
involves a high degree of interaction between advisors and 
students and often leads to dissatisfaction with advising 
services when students cannot get timely and accurate 
information. The large number of students assigned to each 
advisor makes it impossible for the advisor to respond to all 
students in a satisfactory amount of time [7]. Moreover, 
students' expectations and information requirements for their 
daily tasks have intensified with today's technological 
advancement. Providing adequate channels for student 
communication is vital for their academic progression and 
integration with the academic environment. Therefore, a 
chatbot can provide numerous benefits to the students and the 
academic institution by providing instant responses to students, 
thereby enhancing student satisfaction. 

This study aims at building a chatbot for the students at an 
academic institution in the UAE. The institution offers four 
undergraduate programs of study. There are nearly 3000 
students of Arab origin and almost 100 faculty members 
employed at the institution. Each faculty member serves as an 
advisor to nearly 25-30 students per semester. This large ratio 
makes it challenging for the advisor to contribute quality time 
to advisees and answer all their queries or make them aware of 
the college policies related to registration, courses, pre-
requisites, and more. A chatbot would assist in reducing the 
workload of the advisor so they may focus on more cognitive 
tasks such as creating an ideal study plan for their advisees. 

Considering the aforementioned challenges of advising at 
the institution of study, the study aims to develop a chatbot that 
supports students in answering queries on college and 
academic-related matters and thereby improve student 
satisfaction with college services. The chatbot will be bilingual 
and provide an interface in both English and Arabic. Moreover, 
the chatbot will be developed using a neural network and 
Natural Language (NLP) technologies. Thus, our study is novel 
in its context with bilingual conversational support. 

The rest of the paper is organized as follows. Section II 
provides a literature review on the background of chatbots and 
related studies of chatbot use in the education sector and bi-
lingual chatbots. Next, Section III describes our research 
methodology, while Section IV presents the evaluation and 
results of the study. Finally, the study concludes with Section 
V, which summarizes the paper, significance of the study, 
limitations, and new directions for future research. 
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II. LITERATURE REVIEW 

A. Overview of Chatbots 
Chatbots, are dialog systems that mimic human 

conversations in text, voice, or multimodal form [1]. A chatbot, 
also known as a conversational agent, processes user input to 
discover the query's intent and respond appropriately. In the 
last few years, there has been a tremendous rise in chatbot 
applications worldwide [3]. Organizations rely on chatbots to 
respond to customer service queries and automate tasks [8]. 
Chatbots are also being used in the healthcare sector for 
psychiatric and medical diagnosis, raising awareness of health 
and safety issues [9], [10]. In the educational sector, chatbots 
are used for teaching and learning activities, student advising, 
and administrative tasks [11]. Chatbots offer a cost-effective 
means of delivering services to consumers eliminating 
repetitive and time-consuming human-agent communication, 
enabling them to focus on high-end complex tasks [2]. 

Several classifications exist in literature to categorize 
chatbots. A chatbot may be rule-based or driven by Artificial 
Intelligence (AI). A rule-based chatbot provides predefined 
responses based on keywords and a defined set of rules. ELIZA 
and PARRY were among the earliest rule-based chatbots 
developed in the 1960s, built using pattern recognition 
technology [3]. Artificial Intelligence Markup Language 
(AIML) [12] was used to develop the ALICE chatbot in 1995. 
The markup language is based on an XML structure. Chatbots 
developed with AIML use a rule-based approach to respond to 
user queries based on inputs that match a pattern. 

On the other hand, an AI-driven chatbot is powered by 
NLP techniques to recognize the intents of the user input and 
generate an appropriate response based on the intent. AI-driven 
chatbots are technologically superior and can meet consumers' 
language and conversational expectations [3]. Several AI 
techniques have been employed in the literature to develop 
chatbots, such as machine learning, neural network [13], deep 
learning with sequence to sequence model [14], and CVAE 
Models [15]. 

Chatbots have been classified as task-oriented or non-task-
oriented based on their functionality [16]. A task-oriented 
chatbot responds to domain-specific user queries and performs 
tasks such as making a reservation, placing an order, or 
answering queries. On the other hand, a non-task-oriented 
chatbot responds to open-ended queries that are not domain-
specific, also called an open-domain. The main purpose of 
these chatbots is to act as digital assistants using an open-ended 
dialog. Siri and Alexa are an example of non-task-oriented 
virtual assistants. 

Chatbots have also been classified based on their response 
generation method as retrieval-based and generative chatbots 
[17]. A retrieval-based chatbot retrieves responses from a 
knowledge base using machine learning algorithms, and NLP 
techniques process the user input, allowing users to 
communicate in natural language. However, the responses 
generated in a retrieval-based chatbot are fixed. On the other 
hand, a generative chatbot is trained on a conversational corpus 
to generate new and diverse responses that do not exist in the 
dataset. A limitation of the generative model is that it requires 

massive training data and may provide unpredictable responses 
not stored in the corpus. 

This study uses a domain-specific knowledge base to 
develop a task-oriented chatbot that responds to student 
queries. The students ask questions in a natural language, yet 
the responses provided by the chatbot must be precise and 
accurate. Hence we use an AI-driven retrieval-based chatbot 
that uses NLP techniques to process user input and retrieve 
precise responses from a corpus of advising queries. The 
chatbot determines the user intent by processing the input and 
retrieving the response that matches the intent. 

B. Chatbots in Education 
Some studies used NLP techniques with a rule-based 

approach for developing chatbots in the educational setting to 
answer student queries [18], [19]. Reference [18] developed a 
rule-based conversational agent using PHP and NLP to respond 
to student queries with an accuracy of 80%. While reference 
[19] developed a chatbot using a social conversation dataset 
between students and advisors. The chatbot was developed 
using a frequent intent pattern by discovering rules from the 
dataset. 

Several studies develop retrieval-based chatbots to answer 
student queries using AI and NLP techniques. Refrence [20] 
developed a chatbot based on pattern matching using AIML 
and Latent Semantic Analysis (LSA). The chatbot answers 
informational queries on college and academics. In a similar 
study, [21] proposed a chatbot that answers frequently asked 
questions. The knowledge base of the chatbot consisted of 300 
questions. Both studies did not evaluate the performance of the 
chatbot. 

Reference [22] developed an AI-driven chatbot that allows 
students to enquire about college admission rules and policies. 
The chatbot is developed using the RASA framework. The 
performance of the chatbot was evaluated using the confidence 
of the responses. However, the confidence does not indicate the 
accuracy of the response. Moreover, the study did not specify 
how they handled spelling errors in the user input. 

In another study, [13] developed a chatbot using machine 
learning and NLP techniques that answer campus-related 
queries published as FAQs on the website. The study compares 
two chatbot models, RNN based Seq2Seq model and a 
semantic similarity model. The results show that the semantic 
similarity model performs better in cases where the dataset size 
is small. Furthermore, this study uses a deep learning model to 
process the input patterns and retrieve the most accurate 
response rather than constructing responses, similar to our 
study. However, the chatbot is developed in one language only. 

Several studies have developed chatbots to answer 
students’ admissions, policies, or academic advising queries. 
However, only a few have used neural networks with NLP 
techniques to process the user input. 

C. Chatbots in Arabic and other Languages 
Due to its complexity, the Arabic language is 

underrepresented in NLP and chatbot development and is not 
given enough attention by researchers. Few studies have 

51 | P a g e  
www.ijacsa.thesai.org 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 13, No. 8, 2022 

examined Arabic chatbots in general and education, some of 
which were bilingual or multilingual. 

BOTTA is an Arabic Egyptian dialect female public 
chatbot proposed by [23] that simulates friendly conversations 
with users. It is a retrieval-based model designed for open 
domain conversations responds. Arabchat and enhanced 
ArabChat are conversational agents designed for students at 
Applied Science University in Jordan [24]. Both are interactive 
chatbots that use Arabic MSA textual language. The study [25] 
proposed a conversational social chatbot "Nabiha" for 
Information Technology (IT) students at King Saud University 
using the Saudi Arabic dialect. Nabiha is a retrieval-based 
chatbot that uses AIML. It serves as an academic counselor to 
interact with students about their courses and academic 
progress inquiries. 

A bilingual chatbot called “Jooka” was designed by [26] to 
improve the admissions process at the German University in 
Cairo (GUC). It understands queries written in English and 
Arabic and responds based on the query language. Google 
Cloud, Translation API was used to translate Arabic to English. 
However, in our study we found that translation of APIs for 
Arabic language are still not mature and result in an unnatural 
response. 

Reference [27] proposed a voice-interactive chatbot that 
adopts a multilingual interface specifically to detect and 
respond to exam stress of university students. The chatbot 
application analyzes the tone of the user's voice to determine 
their feelings towards their exams with an accracy of 76.5%. 

Multilingual chatbots have been developed in domains 
other than education. For example, [28] proposed a 
multilingual health chatbot application that can diagnose 
disease based on user symptoms and supports three languages: 
English, Hindi, and Gujarati. Reference [29] presents a 
bilingual retail chatbot that can handle Filipino-Tagalog and 
English languages that employs k-fold cross-validation on a 
dataset generated using a bilingual automatic corpus engine. 

Supporting users with chatbot conversations in English as 
well as local dialects is gaining importance and is highlighted 
in the literature. The above studies show that there are two 
ways of creating a bilingual chatbot. The first method is using 
translation services to perform translation between both 
languages while maintaining a corpus in the primary language 
only. And the other method is to create and maintain a two 
corpus files, one for each language. Our study adopts the 
second method as experimentation with the first method 
resulted in unnatural translation between English and Arabic 
languages. 

III. METHODOLOGY 
This section presents the methodology adopted for 

planning, designing, and developing the chatbot system. This 
system provides bilingual advice through a chatbot with an 
easy-to-use interface to communicate in either Arabic or 
English. Our chatbot is equipped with sufficient information to 
provide students with answers to their specific advising 
inquiries. The advice chatbot adopts a bilingual corpus as the 
knowledge source type used to generate responses adopting the 
retrieval-based model. As part of the retrieval-based model, a 

chatbot uses heuristics to select the most appropriate response 
from a predefined pool of responses. This retrieval-based 
model is selected due to the need for precise and accurate 
responses to a specific task and domain. The following sub-
sections present the three phases of the methodology - data 
collection, building the chatbot model, and the chatbot GUI 
development. 

A. Data Collection 
The conversational data required for the chatbot was 

collected through interaction with students, advisors, and 
referrals to university policy documents. The data consists of 
the most commonly asked queries that advisors usually receive 
from students and responses to those questions. We followed 
four main steps in collecting the conversational data required 
for the chatbot. First, we identified eight primary contexts to 
classify each query. The context is the domain of the user’s 
request, such as attendance, course delivery, and more. Second, 
we added queries to the contents and tagged each query with a 
unique intent tag that identifies the main purpose of the query. 
Third, we created patterns for each query to depict the variety 
of ways the question may be presented to the chatbot. Last, we 
added a variety of responses for each intent to incorporate 
diversity in the response. 

In summary, each intent reflects what students would like 
to accomplish when interacting with the chatbot. Table I 
illustrates the different contexts and the number of intents in 
each context. For the purpose of this study, we developed 152 
English and Arabic intents, with a total of 356 patterns. 

TABLE I. DISTRIBUTION OF INTENTS AND PATTERNS 

Context Number of 
intents 

Patt
erns Description  

Greeting 8 28 That greet, welcome, and thank the 
user  

Academic 
Standing 22 50  Students’ academic status/probation 

Registration 32 76 inquiries related to registration/ 
scheduling and retaking courses 

Summer  6 24 Inquiries related to Summer Courses 
/credits 

WP 26 56 Inquiries related to work placement, 
schedule/registering. 

COVID 14 28 Inquiries related to requirements 
related to COVID on campus 

Final Exam  20 48 
Inquiries related to materials 
scheduling /attending / missing / to 
final exams 

Attendance 6 12 Inquiries related to attendance  
Course 
Delivery 18 34 Inquiries about online, Hybrid 

courses 
 152 356  

The corpus, consisting of the conversational data, was 
stored in JSON format. We use two corpus files to store the 
English intents and the other to store the Arabic intents as the 
initial experiments revealed that translation services from 
Arabic to English and vice versa are still very weak and result 
in unnatural statements. For example, when translating the 
Arabic statement “ما ھو المعدل المناسب للنجاح”, the resulting 
translation is “what is the appropriate rate of success,” which is 
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not a natural way of phrasing the statement in the English 
language. 

The complexity and NLP challenges inherent in the Arabic 
language, such as dialectal differences, orthographic 
ambiguity, and inconsistencies, are more prevalent while 
translating [23]. Moreover, the existing translation functions 
are inaccurate and do not reflect the correct English statements. 

Furthermore, using a separate Arabic corpus allows us to 
integrate English words that are typically used by students 
when they write in the Arabic language, such as “probation”, 
“covid,” “GPA,” and more. Also, the Arabic corpus uses 
Arabic words written in local dialects. Table II shows sample 
intents from the Arabic and English corpora, with patterns, and 
responses. 

After building the chatbot, we conducted a pilot 
implementation with eight students and three faculty members 
to augment the corpus with additional queries. Students and 
advisors were asked to type questions in natural language 
(English and Arabic) within the contexts identified earlier. The 
purpose of the pilot was to re-examine the initial corpus and 
augment it with additional patterns in which a query may be 
composed by the user. Furthermore, the pilot was also meant to 
identify any gaps in data collection within the contexts 
identified. After conducting the pilot, we examined the results 
and added new intents or patterns to existing intents. In 
addition, we identified queries that were not addressed in the 
initial corpus development; for example, questions, such as 
blackboard password, arriving before the final exam, and 
materials needed for the final exam were not included in the 
initial corpus development. Therefore, the pilot implementation 
was crucial to extend the corpus. 

B. Chatbot Modelling with Deep Learning 
The chatbot model was developed in Python using a 

supervised deep learning algorithm. Deep learning is a subset 
of machine learning based on an artificial neural network, in 
which layers of nodes simulate the neurons of a human brain. 
Input neurons are interconnected with multiple hidden layers to 
produce output by automatically adjusting the weights of the 
nodes in each layer [30]. We used the keras library in Python to 
build our deep learning network to build two chatbot models, 
each trained on the English and Arabic corpus, respectively. 
Fig. 1 shows the steps involved in developing the English 
chatbot model. Similar steps were also applied for developing 
the Arabic chatbot model. 

First, to train our chatbot model, we pre-processed the 
training data and encoded each intent to make it suitable for the 
neural network algorithm. Pre-processing is crucial to 
transform the corpus data in an appropriate form for the neural 
network algorithm. Pre-processing the data enhances the 
efficiency and performance of the model. The pre-processing 
phase includes transforming input to lower case, removing 
punctuations and special characters, tokenization, and 
vectorization of the words. We used the NLTK library in 
Python to perform all the pre-processing steps. 

Tokenization is the process of extracting words from 
sentences. We tokenized all the patterns in the corpus to extract 
individual words. The words were then simplified to their base 

forms using the process of lemmatization and stemming for 
English and Arabic words, respectively. Lemmatization 
converts the words to mean their original form based on the 
context, while stemming reduces the words to their base by 
removing the last characters without preserving the meaning. 
We used the NLTK WordNetLemmatizer library to lemmatize 
the English words using the parts of speech tag. For the lack of 
a sound library in Python for lemmatizing Arabic words, we 
used the ISRIStemmer to stem the words. However, some 
Arabic words did not retain their meaning when stemmed, such 
as "یمك" does not have any meaning originally "یمكنني," also 
 Table III ”.مادة“ did not preserve its meaning originally "ادة“
shows input patterns in Arabic and English and the extracted 
words. Word extraction and reducing to its base form resulted 
in 247 unique words in English and 250 words in Arabic. 

TABLE II. SAMPLE ARABIC AND ENGLISH INTENTS 

Description Sample Intent 

Arabic intent where there is 
the use of a UAE dialect 
such as “أقدر” 

{“tag”: “numberofcurses-ar,”  
 "patterns": [" كم مادة  " ," كم عدد المواد أقدر اسجل
 ,["كم مادة ممكن اسجل"," أقدر اسجل
 "responses": ["ھذا یعتمد على مستواك الاكادیمي"],  
 "context_set": “academic-standing”, } 

Arabic intent that includes 
English word “Probation” 
and written in Arabic ” 
 and also using a ”بروبیشن
dialect UAE “شتقصد” and 
using  

{“tag”: “Probation-ar,”  
 "patterns": [" Probation بروبیشن" ," ما معنى 
 ,["ما معنى تحت الاختبار"," شتقصد
 "responses": ["ھذا یعتمد على مستواك الاكادیمي"],  
 "context_set": “academic-standing”, } 

English intent for the 
registration context student 
clarifying of a section that is 
full in a course 

{"tag": "sectionfull-en", 
  "patterns": ["If all sections are full", "There 
are no seats available"], 
  "responses": ["Contact your advisor to 
change your plan"], 
  "context_set": "registration",} 

 
Fig. 1. English Chatbot Model Development Process. 
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TABLE III. SAMPLE OF LEMMATIZATION AND STEMMING OF PATTERNS 

Pattern Extracted words 

‘What is going to happen if I do 
not raise my GPA 

['what', 'be', 'go', 'to', 'happen', 'if', 'I', 
'do', 'not', 'raise', 'my', 'gpa'] 

‘What is the time for adding and 
dropping courses’ 

['what', 'be', 'the', 'time', 'for', 'add', 'and', 
'drop', 'course'] 

إذا كانت المادة عبر  كیف یمكنني معرفة ما
 الإنترنت أم لا

كیف', 'یمك', 'عرف', 'ما', 'اذا', 'كانت', 'ادة', ']
 [''عبر', 'نرن', 'ام', 'لا

ماذا أفعل بحضوري إذا لازم أذھب للخدمة 
 العسكریة

اذا', 'فعل', 'حضر', 'اذا', 'لزم', 'ذھب', 'خدم', ']
 [''عسكر

The next step of pre-processing is the process of 
vectorization. In this step, the words were converted to 
numerical form by creating a list of word vectors, which is a 
two-dimensional representation of each unique word and its 
frequency of occurrence. These word vectors are used as 
features of the neural network input layer. 

After the pre-processing phase, we build two Neural 
Network (NN) models with deep learning for English and 
Arabic, respectively. The keras library in Python was used to 
build the NN model. The network consists of an input layer, 
two hidden layers, also known as the dense layers, and the 
output layer. The input layer comprises of all the unique 
features extracted from the respective corpus and has 
approximately 250 neurons in each model. The output layer 
represents the classes or the intents that should be predicted. 

The first dense layer has 256 neurons, and the second has 
128 neurons with a dropout rate of 0.5. The number of neurons 
in the layers is considered ideal since a smaller number would 
lead to underfitting, and a larger number would result in 
overfitting. Therefore, we selected the number of neurons in 
the dense layers between the input and output neurons. We 
configured the neural network with the following settings: 

Optimizer – Stochastic Gradient Descent (SGD). The SGD 
estimates the expected risk gradient based on a single randomly 
selected sample instead of computing the precise value. Thus it 
is an optimization algorithm because the samples are randomly 
selected from the distribution [31]. 

Activation Function – Rectified Linear Unit (ReLU), was 
used as an activation function in the hidden layers. ReLU is a 
piecewise function in which if the input value is zero or less, 
then the output value will also be zero; otherwise, the output 
value will equal the input value. When data value is forced to 
be zero, a sparse characteristic is created, making the function 
fast and efficient. In addition to providing a faster computer 
rate, the ReLU function does not cause gradient diffusion 
problems, i.e., minor errors. However, because it always 
returns 0 for negative values, it can kill some neurons 
permanently and affect the final results or the output, i.e., 
generate exploding gradients [32]. 

Learning Rate – 0.01. The learning rate is a configurable 
hyperparameter used in training neural networks. Typically, 
between 0.0 and 1.0, it has a small positive value that must be 
carefully selected. That value determines how quickly the 
models are adapted to the problem. Lower learning rates result 
in more training cycles, and the process can get stuck, whereas 

larger learning rates lead to rapid changes and require fewer 
training cycles [33]. 

Classification function – Softmax. In artificial neural 
networks, the classification function, also known as the 
activation function, identifies a node's output given an input or 
set of inputs. The activation function allows neural networks to 
recognize complex relationships and patterns in data. This 
refers to the activated neurons features that can be retained and 
mapped out by nonlinear functions and employed to solve 
complex nonlinear problems. Furthermore, the activation 
function increases the neural network’s ability in which the 
nonlinear ability of the activation function makes the deep 
neural network have real artificial intelligence [32]. 

Epoch – 200. The epoch determines how many cycles are 
used to train the model. Since the dataset size is small, we set 
the epoch size to 200. 

C. Chatbot Engine and GUI 
The chatbot engine interacts with the Graphical User (GUI) 

to get the user query as an input and returns the most suitable 
response. Fig. 2 shows the architecture of our chatbot engine. 
There are three logical components of our chatbot engine – 
Natural Language Understanding (NLU), Natural Language 
Processing (NLP), and Natural Language Generation (NLG). 

1) NLP: In this component, the user submits a query; the 
chatbot application first determines the language used for 
communication and accordingly uses the appropriate chatbot 
model for getting the response. The input query is first 
corrected for spelling mistakes using a spell check function 
implemented from the TextBlob Python library. In the case of 
Arabic input, however, there is no spell check function 
performed due to the complexity of the Arabic language and 
the inconsistency of the spellchecking function on the Arabic 
language, which led to many errors while applying it. This is 
considered a limitation of the study and a potential area for 
further development, research, and analysis. Also, in the NLP 
component, the input query is pre-processed using the same 
methods used in the training phase: tokenization, 
lemmatization/stemming, and vectorization of the words. In 
addition, all intents features are extracted from the input query 
in this component. 

 
Fig. 2. Chatbot Engine. 
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2) NLU: This component bridges the gap between what 
computers understand and how people speak. The appropriate 
chatbot model is used for prediction by providing the word 
vectors to the two different models, Arabic or English, for 
classification. The prediction returns all the matching intents 
along with the probability of prediction. We set an error 
threshold of 25% to accept all predictions that have a 
probability above this threshold. Thus, in this component, if 
the model is not confident of the intent it detects, the user is 
requested to rephrase or restate their intent because of missing 
vocabulary. 

3) NLG: In this component, the user's intent context is set 
based on the user query and language selected. The prediction 
is performed according to the training model discussed in the 
previous section. The function matches the intents tags and 
generates the response from either the Arabic or English 
knowledge base. If the model is unable to generate the 
response, a message will be displayed in English or Arabic, 
“contact your advisor," “اتصل بمشرفك. 

The advising chatbots Graphical User Interface (GUI) was 
developed using Python’s tkinter library. Our chatbot 
application employs a simple natural language user interface 
similar to an instant messaging application, which has a text 
box to type the input, a button to submit the message, and a 
display to show the input and response of the chat 
conversation. In addition, our interface consists of a language 
button that allows the user to toggle between the English or 
Arabic language mode to communicate with the chatbot. Fig. 3 
shows three screenshots of an English and Arabic conversation, 
respectively. The screenshot (a) shows that the chatbot accepts 
spelling errors as the spellings are corrected in the pre-
processing phase. For example, despite the spelling mistake of 
the word “available,” the chatbot retrieves the correct response. 
In screenshots (b), the chatbot appends an additional message 
to rephrase the question when the response retrieval has a low 
confidence rate (below 0.75). 

IV. EVALUATION AND RESULTS 
Evaluation metrics are essential to determine the machine 

learning algorithm's performance and assess the chatbot 
application. Since there are no standard evaluation methods of 
a chatbot application [34], the evaluation measure should be 
adapted to the chatbot type of service. Some studies used both 
automatic and human evaluations to measure the performance 
of chatbots [35]. 

Automatic evaluation measures the machine learning 
model's performance using known metrics such as accuracy, 
F1-Score, BLEU, and more, while human evaluation measures 
the quality of the responses using people as evaluators. Hence, 
human evaluation is suitable for generative chatbots that 
generate diverse responses, which do not exist in the corpus. 
However, since our chatbot is retrieval-based, we use only 
automatic evaluation to assess the chatbot performance. 

We used two methods of evaluation. First, we used a test 
set consisting of queries with labeled intents, and second, we 
used human input to test the chatbot application and 
performance using ad-hoc queries. Finally, we used accuracy 

as a metric to evaluate the chatbot model for both methods. 
Accuracy measures the ratio of correct responses over the total 
responses that are predicted on an unlabeled set of inputs. 

We developed two new test sets in the English and Arabic 
languages in the first evaluation method, which were not used 
to train the model. Each set is approximately 30% of the corpus 
size. The test set is populated with queries labeled with the 
actual intent tags. The label is hidden from the prediction 
algorithm when the test is performed. Table IV shows a few 
sample queries in English and Arabic from the test set. The 
queries are phrased differently than the patterns that exist in the 
corpus. The evaluation aims to determine the percentage of 
accurate responses retrieved by the chatbot. After running the 
prediction on the test set, predicted intents were compared to 
the actual intents to determine the number of correct responses. 
The accuracy of the English model was 80%, while the 
accuracy of the Arabic model was 75%. 

 
(a) 

 
(b) 

Fig. 3. Figure 1 Screenshot of an English and Arabic Conversation. 
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TABLE IV. SAMPLE QUERIES FROM THE TEST SET 

Query actual_intent (label) 

If I'm working do I still need to take work 
placement course? wp-working-en 

how long is a summer semester? sum-duration-en 

 add-drop-ar امت اضافة حذف

اعرف اذا الدورة ھیبرد او وجھا لوجھ كیف  course-how-ar 

In the second evaluation method, we involved the end-
users, students, and advisors, to test the chatbot GUI 
application and performance of the prediction model. The 
objective of this evaluation was threefold, to test the chatbot 
interface, the effectiveness of the conversational system, and 
the accuracy of responses based on context. 

Thirty students and three advisors evaluated the chatbot 
both in English and Arabic language. The participants were 
briefed on the context of the chatbot corpus and asked to 
provide random queries. The interactions were recorded in a 
CSV file along with the response's predicted intent, context, 
and confidence. When the response confidence was below 
0.75, the chatbot requested the user to rephrase the question if 
they thought the response was not accurate. In nearly 20% of 
the cases, the chatbot engine could not determine the intent due 
to out of vocabulary words or out-of-context queries, so the 
standard response “Contact your advisor” was displayed. This 
result shows that it is essential for the chatbot corpus to be 
extended to include a wider domain of queries. From all the 
captured test inputs, we considered only the intents within the 
context specified to determine the accuracy of the response. 

Our study does not evaluate the user satisfaction of the 
chatbot application. This type of study involves gathering 
empirical feedback from end-users from the Human-Computer 
Interaction perspective, which is outside the scope of our 
paper. However, during the testing phase of the chatbot 
application, several students commented that they found the 
chatbot useful and would prefer to use it instead of going to 
their advisor. In addition, they appreciated the quick response 
and constant availability of a chatbot application. Another 
observation we made from this evaluation is that students 
preferred to use English rather than Arabic when writing their 
queries as it was faster for them to type. There were several 
words that they did not know how to write in Arabic, such as 
"probation” or “covid.”. 

V. CONCLUSION 
In today's world, conversational agents are proving to be 

one of the most innovative forms of user interaction. This 
paper presents a new bilingual task-oriented, domain-specific 
Arabic English chatbot explicitly designed to advise university 
students to ease their academic journey. The chatbot uses NLP 
and neural network algorithms to retrieve English or Arabic 
responses. Through the bot, students may communicate and 
receive responses to their inquiries. Two chatbot models have 
been created in Python using a supervised deep learning 
algorithm, trained on English and Arabic corpora, respectively. 
An Arabic and English corpus of roughly 152 intents in both 
English and Arabic has been developed, with 356 patterns. In 
order to train the model, we pre-processed the training data and 

encoded each intent using the Python library so that it is 
suitable for the neural network algorithm. In the absence of a 
good library in Python for lemmatizing Arabic words, 
ISRIStemmer was used to stem the words. We use three logical 
components (NLP), (NLU), and (NLG) in our chatbot engine 
in order to pre-process the input query and to predict and 
generate a response based on the user's request. The prediction 
error threshold was set at 25%, and all predictions with 
probabilities above this threshold were accepted. 

Moreover, the chatbots graphical user interface was 
developed using the Python tkinter library to interact with the 
user and display the most appropriate response. Two types of 
evaluations were performed to measure the performance of the 
system; the confidence score and another automated evaluation 
performed by the system users. The first provides 80% 
accuracy in English and 75% in Arabic. The second evaluation 
performed by the user also has similar results. 

A. Limitations and Future Work 
The bilingual chatbot system has some limitations. It was 

challenging to spellcheck Arabic, and many errors were 
produced when the results did not match the input inquiry after 
the check was performed. There was another issue with 
lemmatizing in Arabic. Some of the words did not retain their 
meaning, so the response was incorrect. There were also 
challenges with getting a response when the model confidence 
level was low, and the model did not understand the user's 
intent. 

Both Arabic and English corpora should be expanded to 
include more vocabulary in each intent tag. Additionally, 
adding more intents with new context will broaden the scope of 
the corpora used in English and Arabic and expand advisory 
areas. Finally, the Arabic spellchecker needs further study and 
analysis to be used in the system. 

Another limitation of the study is that the developed 
chatbot does not provide personalized assistance to students. 
Future work would enhance the chatbot with intelligent 
capabilities that allow personalized responses containing 
information such as students' GPA, academic standing, and 
courses required for graduation. Such a chatbot could assist 
advisors in developing study plans and communicating with 
the students. Another enhancement to the chatbot that can add 
value to the communication is to send push notifications to 
remind students of upcoming deadlines for registration, add 
and drop periods, and more. 
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