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Abstract—Forecasting the quantity of waste growth in 

upcoming years is very much required for assessing the existing 

waste management system.  In this research work, time series 

forecast model, ARIMA (Autoregressive Integrated Moving 

Average), is used to predict future waste growth from 2021 to 

2028 for Bengaluru, largest city in Karnataka.  Eight years old 

historical solid waste dataset from 2012 to 2020 is used to make 

predictions. This dataset is preprocessed and only time bounded 

variables like days, month, year and waste quantity in tons are 

used in this research work to obtain accurate prediction. The 

model is implemented in python in Google Colab free cloud’s 

Jupyter notebook. As ARIMA is time bounded, forecast made by 

the model is accurate and performance of the model is evaluated 

using metrics such as Mean Absolute Deviation (MAD), Mean 

Absolute Percentage Error (MAPE), Root Mean Square Error 

(RMSE) and Coefficient of Determination (R2). Outcomes 

revealed that ARIMA (0, 1, 2) model with the lowermost RMSE 

(753.5742), MAD (577.4601), and MAPE (11.6484) values and the 

maximum R2 (0.9788) value has a greater forecast performance. 

The outcomes attained from the model also showed that the total 

volume of yearly solid waste to be produced will rise from about 

50,300 tons in 2021 to 75,600 tons in 2028. 
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I. INTRODUCTION 

Today’s global technologies are popularly driven by cloud 
computing and machine learning. Both of these are 
contributing to every organization’s business growth. Machine 
learning today facilitates users to create models which can be 
used to make predictions by training them to automatically 
learn from past data. Various machine learning approaches [7] 
such as supervised and unsupervised require huge amount of 
storage which is a challenging task for machine learning 
professionals. Cloud computing [9] contributes in such 
scenarios by providing all the resources and services required 
to ease the tasks. Machine learning makes brainy applications 
where as cloud computing provides storing and refuge 
services to access these applications. Cloud computing [2] 
thus helps in enhancing and expanding machine learning 
applications. Recently, these two technologies together gave 
birth to a new technology which is known as intelligent Cloud 
[15]. 

Cloud Computing (CC) [2] is one of the easy, flexible and 
quickly growing and most demanded technologies meant for 
delivering services requested by the users on demand over the 
Internet. The constraints such as cost, computational 
processing power, storage, analysis etc. involved in traditional 
approach have led to the raise of cloud computing [16]. It 
allows us to access various applications and data remotely 
without letting us install any software’s explicitly in personal 
laptops. The various services provided by CC “are generally 
categorized into Software as a Service (SaaS), Platform as a 
Service (PaaS) and Infrastructure as a Service (IaaS)” [2]. 

Cloud computing provides all the resources required to 
develop, run and deploy machine learning models on demand. 
Machine learning needs huge amount of data storage, 
computing power and many servers to concurrently work on 
models as presented in Fig. 1. 

 

Fig. 1. Cloud Computing and Machine Learning. 

Some of the key capabilities behind cloud with machine 
learning is that cloud’s pay per use service which is good for 
organizations who aspire to influence machine learning 
competences for their business without much spending. It 
offers the elasticity to work with machine learning features 
without having advanced data science skills. It helps us in ease 
of testing several machine learning skills and scales up as 
projects go into production and demand rises. Due to these 
capabilities, many cloud service providers today are offering 
lots of machine learning services for everyone without having 
background expertise of Artificial Intelligence (AI) and 
Machine Learning (ML). 
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Metropolitan cities today are loaded with huge population 
impacting solid waste growth such as food waste, plastics, 
bottles, sanitary waste, construction waste etc.  impacting our 
surrounding environment. To minimize the effect of waste 
growth, it is necessary to understand and analyze the speed at 
which solid waste is being created. Existing waste 
management systems do not have automated techniques 
incorporated for exact prediction of solid waste growth [5]. 
Due to lack of data, incomplete data and other challenges such 
as poor strategies, they are not performing efficiently. To 
overcome this, machine learning approach can be used [1]. 

II. EASE OF USE 

Today’s municipal waste management systems [8] are 
inefficient to perform waste analysis and take precautionary 
measures due to numerous loop holes such as lack of data, 
lack of technical expertise, lack of efficient strategies, lack of 
planning etc. Inaccurate prediction may be the reason for well-
known shortfalls in waste administration arrangement such as 
unnecessary or inadequate disposal arrangement, waste 
collection, landfilling and recycling divisions. Accurate 
forecast is very much needed in case of metropolitan cities 
like Bengaluru, New Delhi etc. in India as they are highly 
populated impacting waste growth so that an appropriate 
action can be taken prior. These actions are not only to 
develop and improve existing systems but also help to alert the 
public so as to encourage decrease of waste and also recycle 
the solid waste produced. If the waste generated is not handled 
well, it may affect environment and living organisms’ health. 
Due to noteworthy influence of waste growth on the 
environment, waste management systems [12] resulting 
minimal impacts on universe and zones required to be 
established. “Various methods of forecasting solid waste 
growth [6] can be generally categorized into five key clusters: 
descriptive statistical approach, regression approach, material 
flow approach, time series approach [13] and artificial 
intelligence approach” [5]. 

In [20], authors have used ANN for forecasting waste 
growth in Poland. Various explanatory variables were used to 
reveal the impact of socio-economic and demographic 
variables on the amount of waste generated. Performance of 
the models are measured using MSE (Mean Squared Error) 
and R2 metrics. The results proved that ANN is cost efficient 
approach in foreseeing the waste growth. 

In [21], authors have developed hybrid Multilayer 
Perceptron (MLP) deep learning automated method to classify 
the waste dumped by community in the metropolitan area. 
Their experiments employed camera to capture images of 
waste and sensors to recognize the essential features. The 
experimental results proved that hybrid approach is capable to 
achieve more than 90% accuracy. 

In [24], authors have carried out their research work to 
foresee waste growth for Mashhad city for different seasons 
using ANN on time series data. In [23], authors used weekly 
time series data to predict waste growth in Mashhad using 
SVM along with PCA (Principal Component Analysis). 
Kumar et al. used time series data which holds the yearly 
MSW (Municipal Solid Waste) [14] produced in New Delhi, 
India. Different models are used to predict waste growth and 

the model’s performance is assessed using RMSE and the IA 
values. 

In [17], authors presented ARIMA model to foresee solid 
waste growth for Arusha city, Tanzania. Monthly generated 
waste data for the last few years 2008 to 2013 was used to 
carry out the research. The result proved that ARIMA (1, 1, 1) 
is well suited for forecasting “in terms of MAPE, MAD and 
RMSE measures”. 

In [18], authors presented “ARIMA model to forecast solid 
waste growth in the Kumasi Metropolitan Assembly (KMA)”. 
The results showed that ARIMA (1, 1, 1) is well suited for 
predicting solid waste growth in the KMA. 

In [19], authors presented “ARIMA model to forecast 
healthcare waste growth for the hospitals of Garhwal region of 
Uttarakhand, India”. The performance of the model was 
analyzed using R2 value, MSE and MAE metrics and proved 
that ARIMA is best suited for forecast. 

In [22], authors developed “ARIMA model to forecast the 
municipal solid waste growth of Abuja city, Nigeria. The 
results proved that an ARIMA (1, 1, 9) is the optimal model 
for forecast”. 

In [25], authors developed ARIMA model for forecasting 
amount of solid waste growth for Karur town, Tamil Nadu. 
Monthly based historical data was used for the year 2015 to 
2017 and the results proved that ARIMA is best for prediction. 

In [26], authors presented “ARIMA, Support Vector 
Regression (SVR) [4, 11], Grey model and Linear Regression 
(LR) model to forecast medical waste growth of Istanbul city, 
Turkey”. Historical dataset used for forecast was from 1995 to 
2017. Various performance metrics such as MAD, MAPE, 
RMSE and R2 were used to assess the models performance. 
Outcome showed that ARIMA (0, 1, 2) model is well suited 
for waste growth forecast. 

III. MACHINE LEARNING TIME SERIES FORECAST MODEL 

Some of the key challenges in Statistics and Data Science 
today are time series and forecasting. A data is said to be time 
series data when it is bounded to time like days, months and 
years. When this data is used to predict future values, then it is 
called as Time series data. 

ARIMA [3] is one of the popularly used machine learning 
algorithm for time series forecasting. It predicts future values 
using past data (autoregressive, moving average). 

ARIMA Model 

It is a class of linear models that uses historical data to 
estimate forthcoming values. ARIMA [10] enclosing three 
components, Auto Regressive (AR), Integrated (I) and the 
Moving Average (MA) contribute to the ultimate forecast. 
Two of the Key concepts behind these models are Stationarity 
and Autocorrelation. 

Stationarity tells that observations/data are time 
independent whereas autocorrelation relates the same set of 
observations but across diverse timing. The different 
components of ARIMA are explained as follows. 
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Auto Regressive (AR) 

This component uses autocorrelation concept, where the 
dependent features depend on the past values. 

The general equation is: 

𝑋𝑡 =∝1+ ∅1𝑋𝑡−1 + ∅2𝑋𝑡−2 + ⋯ + ∅𝑛𝑋𝑡−𝑛                      (1) 

As shown in (1), an observation X at time t, Xt, depends 

on Xt-1, Xt-2, ..., Xt-n, ∅ 1, ∅ 2,..  ∅ n  determines 

coefficient of lags that the model evaluates, ∝1 is the intercept 
term, and where n is called the lag order which represents the 
number of previous lag samples or observations to be 
considered by the model. 

Integrated (I) 

This component of ARIMA transforms non-stationary 
time-series data to a stationary by accomplishing prediction on 
the difference between any two pair of observations instead 
directly on the data itself. 

𝐴𝑡 =  𝑀𝑡+1 − 𝑀𝑡   … . . 𝑐 = 1                     
             𝐵𝑡 =  𝐴𝑡+1 − 𝐴𝑡   … . . 𝑐 = 2                                  (2) 

As shown in (2), Differencing tasks which can be achieved 
many times levels (M →A and A →B), depends on the hyper 
parameter c that is set while training the ARIMA model. 

Moving Average(MA) 

This component performs some kind of aggregation on the 
historical time series data in terms of residual error epsilon (ε) 
thus reducing noise in the data. 

𝑋𝑡 = ∝2+ 𝜔1𝜀𝑡−1 + 𝜔2𝜀𝑡−2 + ⋯ + 𝜔𝑛𝜀𝑡−𝑛 + 𝜀𝑡               (3) 

The terms ε indicate the residual errors from the 
aggregation operation as shown in (3) and n is another hyper 
parameter that specifies the time window for the moving 
average’s residual error. Xt depends on the lagged forecast 
errors. 

Following is the generic steps followed for ARIMA. 

Step 1: Visualization of Time Series Data 

Step 2: If data is non stationary, then convert it to 
stationary 

Step 3: Make the Correlation and AutoCorrelation graphs 

Step 4:  Build the model using data 

Step 5: Make predictions using the model 

IV. RESULTS AND DISCUSSIONS 

The ARIMA model used here for waste growth forecast is 
implemented in python. Jupyter notebook from Google Colab 
which is a free cloud service is used for the implementation. 

Autocorrelation (AC) and Partial Autocorrelation (PAC) 
graphs shown in Fig. 2 (a) and (b) respectively are used to 
analyse and forecast future waste growth. They basically 
indicate how many days of previous data need to be 
considered to forecast future values which is known as lags. 
To calculate AR, three values, p, d, q need to be chosen, 

where, p represents AR model lags, d represents Differencing, 
q represents MA lags. 

ARIMA model used here is to predict future trends of 
waste growth. The model needs stationary data to determine 
AR and MA components. Since the data used in this research 
work is non stationary, d=1, first order differencing was done. 

Autocorrelation graph in Fig. 2(a) showed that the series is 
stationary after first differencing. The arrangements of the AC 
and PAC graphs of the differenced series were examined for 
the initial computation of autoregressive (p) and moving 
average orders (q) in ARMA (p, q) model. 

For an AR model, the number of nonzero partial autocorrel
ations gives 
the most extreme lag of x that is used as a predictor. 

Once, AC and PAC computation and analysis was done, 
ARIMA model was invoked on the dataset which gave the 
results shown in Table I and the forecast graph obtained is 
shown in Fig. 3. 

 
(a) 

 
(b) 

Fig. 2. (a) Autocorrelation and (b) Partial Autocorrelation after First 

Differencing . 
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Equations used to measure the performance of the model 
are RMSE shown in (4), MAD shown in (5), MAPE% shown 
in (6), and R2 shown in (7). 

𝑅𝑀𝑆𝐸 = √
∑ (𝑊𝑟𝑒𝑎𝑙𝑖 − 𝑊𝑒𝑥𝑝𝑒𝑐𝑡𝑒𝑑𝑖)

2𝑛
𝑖=1

𝑛
                      (4) 

𝑀𝐴𝐷 =
1

𝑛
∑ |𝑊𝑟𝑒𝑎𝑙𝑖 − 𝑊𝑒𝑥𝑝𝑒𝑐𝑡𝑒𝑑𝑖|

𝑛

𝑖=1

                            (5) 

 

𝑀𝐴𝑃𝐸 =
1

𝑛
 ∑

|𝑊𝑟𝑒𝑎𝑙𝑖 − 𝑊𝑒𝑥𝑝𝑒𝑐𝑡𝑒𝑑𝑖|

|𝑊𝑟𝑒𝑎𝑙𝑖|
 × 100%         (6)

𝑛

𝑖=1

 

𝑅2

= [
∑ (𝑊𝑟𝑒𝑎𝑙𝑖 − 𝑊𝑟𝑒𝑎𝑙𝑖)(𝑊𝑒𝑥𝑝𝑒𝑐𝑡𝑒𝑑𝑖 − 𝑊𝑒𝑥𝑝𝑒𝑐𝑡𝑒𝑑

𝑖
)𝑛

𝑖=1

∑ (𝑊𝑟𝑒𝑎𝑙𝑖 − 𝑊𝑟𝑒𝑎𝑙𝑖)
2

𝑛
𝑖=1 × ∑ (𝑊𝑒𝑥𝑝𝑒𝑐𝑡𝑒𝑑𝑖 − 𝑊𝑒𝑥𝑝𝑒𝑐𝑡𝑒𝑑

𝑖
)

2
𝑛
𝑖=1

]

2

 (7) 

Where, Wreali and Wexpectedi denote the real and 
expected value of ith data point value, respectively. Wreali and 
Wexpectedi are the average of the real and expected value of 
ith data point value. Also, n indicates the total number of data 
values. The performance of the model was measured by 
computing R2 value. It accepts values between 0 and 1, and 
values very close to 1 which indicates better fitting. 

TABLE I. ARIMA MODEL PERFORMANCE 

Model RMSE MAD MAPE R2 

ARIMA 

(1,0,2) 

854.2914 635.4722 11.5771 0.9767 

ARIMA 

(0,1,0) 

960.1165 713.0000 13.5741 0.9690 

ARIMA 

(1,2,1) 

1045.2257 777.5254 15.3163 0.9683 

ARIMA 

(0,1,2) 

753.5742 577.4601 11.6484 0.9788 

Various ARIMA models are also made for selecting the 
model and their performance analysis is done using various 
metrics. As shown in Table I, the ARIMA (0, 1, 2) model has 
the highest R2 (0.9788) and lowest RMSE (753.5742), MAD 
(577.4601), and MAPE (11.6484) and hence it is chosen as 
best model. 

 

Fig. 3. Solid Waste Growth Forecast using ARIMA. 

V. CONCLUSION 

It is very important to contribute and enhance the existing 
condition and scenarios of waste management in the crowded 
smart city, Bengaluru which can only be attained with precise 
waste assessment. Hence, the goal of this research work is to 
deliver an appropriate model to assess the quantity of waste 
produced. In this context, ARIMA (0, 1, 2) was chosen as the 
best model and used to forecast the waste growth of Bengaluru 
based on eight years of historical data. The outcomes of this 
research work can help waste management authorities to 
develop a reliable waste forecast model, which can be a 
significant foundation of information for Bengaluru. In 
addition, previous data about the volume of waste produced 
can be used for both the planning and design of future 
services. 

VI. LIMITATIONS AND FUTURE RESEARCH WORK 

This research work targets to the development and 
improvement of waste management practices in smart cities 
through forecasting waste generation. It shows the 
development of a systematic process where time based factors 
affecting waste generation in smart cities have been 
determined to study and forecast waste growth. Unavailability 
of the continuous waste data and also socio-economic and 
demographic variables affecting solid waste generation makes 
it difficult to foresee solid waste growth for the developing 
countries like India. 

The research work can be extended in the future by 
incorporating more input features, more socio-economic 
parameters. Other ML, AI or deep learning techniques can be 
used in future to handle complex scenarios and to achieve 
better accuracy. 
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