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Abstract—The H1N1 virus, more commonly referred to as 

swine flu, is an illness that is extremely infectious and can in some 

cases be fatal. Because of this, the lives of many individuals have 

been taken. The disease can be transmitted from pigs to people. 

This research presents an artificial neural network (ANN) 

classifier for disease forecasting, as well as a technique for 

detecting people who are sick based on the geographic region in 

which they are found. The source codes for these two algorithms 

are provided below. These coordinates serve as the foundation for 

the GIS coordinates that are utilized in the method for assessing 

the extent to which the illness has spread. The ICMR and NCDC 

datasets were utilized in the study. They used Dynamic Boundary 

Location algorithm to detect swine flu affected person’s location, 

the researchers discovered that the accuracy of the proposed 

classifier was 96 standard classifiers. 

Keywords—Swine Flu; influenza; machine learning; GIS; 
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I. INTRODUCTION 

The swine flu is very contagious and spreads quickly. 
Potential vectors for the propagation of the disease include air 
and water. The influenza virus strain is also known as H1N1, 
which is another name for the H1N1 virus. Virus outbreaks 
might be global or local in scope, but they invariably end in      
the loss of human life. More than one country has reported 
human cases of influenza virus infection. It affects the 
respiratory system in humans. The WHO estimates that the 
influenza virus kills between 250,000 and 500,000 people 
each year, infecting 5 to 15% of the world's population and 
causing respiratory illnesses and other complications. Due to 
influenza-related infections, the United States of America 
loses between $70 billion and $170 billion. This has a huge 
impact on the economics of the rest of the globe [1] [2]. 

An artificial neural network (ANN)-based system for 
swine flu categorization and forecasting is suggested in this 

paper. GIS coordinates of the person who is infected are 
acquired, and the second approach is used to locate the 
individual's position, as outlined in the article. The algorithm 
determines how far the sickness may spread, and it is 
constantly being updated as more people become ill. 
Confinement zones are defined by a set of boundaries 
generated by an algorithm. Machine learning may help in the 
analysis and exploration of patterns in a dataset. Machine 
learning-based classifiers take in data from training datasets 
and then use that data to make predictions. 

Contribution from us: We present a cutting-edge technique 
that use machine learning to reliably forecast the incidence of 
swine flu in real time. Sore throats, chills, weariness, nausea, 
runny noses, body pains, coughs, and fevers are all common 
symptoms of swine flu infections. In certain cases, a cough 
may accompany these symptoms. ANN classifiers are able to 
predict whether or not a person has swine flu with a "Yes" or 
"No" answer, despite the difficulty of the task. We've come up 
with a supervised classifier as a solution to this problem. The 
classifier's output is sent into the proposed boundary 
algorithm, which generates the disease's sphere of influence's 
outer border. 

II. LITERATURE REVIEW 

The Table I shows the Literature review of swine flu 
affected areas and the limitation of each paper. In this, we 
explain the main research gap of the latest significant state of 
the art approaches. Based on Table I we found research gaps 
in Machine learning for predicting location. We have seen 
various kinds of research papers and we conclude that most of 
the research papers are used Support vector machine, Random 
forest, Artificial Neural Network, NavieBayes, Ad boost and 
KNN. The main gap is quality of dataset is not used, accuracy 
and no comparisons are not made. 
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TABLE I. LITERATURE REVIEW 

Ref No Approach Limitations Gaps 

 [3] 

Describe the use of social network plat forms to track 

people infected with swine flu based on their post on 

social media like twitter 

Social media data like twitter is not 

trust worthy 
No detection method is discussed 

 [4] 
Discusses the symptoms of the disease along with the 

hotspot detection 

No comparisons 

made 

No proper dataset 

And detection mechanism 

 [5] 
Discusses 7 ML 

Classifiers for influenza detection 

Dataset was 

randomly selected and consisted of 

31268 records over a period from 

2008-11 

The number of 

records and time period both are less 

 [6] 

Study and review of the Existing ML techniques that 

could detect other diseases were performed. The 

techniques like SVM, Random Forest, ANN, Naïve 

Bayes and Adaboost are used. 

No classifier was proposed. 

Only standard base line algorithm were 

used 

A quality dataset was not used for the study 

 [7] 

Use deep learning neural network architecture for 

predicting thoracic disease using x-ray images. 50 

layers Resnet architecture is used. Dynamic routing 

approach is used in between convolution layers 

No classifier was 

Proposed. Data set is specific to 

application 

Semi supervised 

approach not used in location information 

 [8] 
Predicts and localization of disease done simultane 

ously. The use of deep earning classifier is used 

Classifier is nor 

explained 
A quality dataset was not used for the study 

 [9] Larger dataset are required to get better results Gaussian distribution not used 
No comparisons 

made 

 [10] 

Images of pneumonia may be identified and pinpointed 

thanks to a model constructed using deep learning. 

Utilizes a segmentation-based approach. 

Dataset was small 
Average 

segmentation approach is used 

[11] 

It has been hypothesised that there exists a system that 

is capable of concurrently learning discriminative brain-

region localization and sickness detection. The data came 

from ADNI, which was used as the source. The 

algorithm that will be used to categorise the data has 

been suggested. 

The model works well for small 

patches 

Classifier for 

prediction is not available 

[12] 

Proposed a classifier based on Random forest 

algorithm on individual symptoms of swine flu. 

Probability [reduction of each symptoms was detected 

leading to the disease of swine flu 

Dataset of GCI 

used is small 

Did not perform 

proper clustering to detect hotspot of the 

disease 

[13] 

Create a concept for an artificial neural network 

(ANN) that loops back on itself. In comparative 

testing, the performance of the suggested method is 

Superior than that of SVM and Naive Bayes. 

Algorithm and 

dataset not described properly 

No comparisons 

made 

[14] 
Discusses the methods like density estimation, Model 

based approaches to clustering 

Detection process 

is not mentioned 

A quality dataset was not used for the 

study 

[15] 

Uses Machine learning 

Techniques to find hotspot in fabrication technology. 

A combination of classification and feature extraction 

process are used 

SVM kernel was 

used with an accuracy of 78% 
Accuracy is low 

[16] 

Detects hotspot in online 

Forums. The proposed algorithm works in 

collaboration with K Means and SVM. The centre of 

the cluster is the hotspot 

Apart from 

Detection. No 

proper algorithm 

is used to identify 

 the hotspots 

No comparisons 

made 

[17] 
Uses KNN algorithm to find hotspot with ML algorithm 

and 

A proper dataset is 

not used 

Segmentation of 

cluster region not specified 

[18] 

Applied a ML-based hotspot identification approach 

that includes lithography data into the development of 

the SVM during the learning phase. True alarms are few 

and far between. 

Did not detect all hotspots 
together 

No comparisons made 

[19] 

Used feature extraction with tensor generation in CNN 

that has spatial relationships. The learning process is 

further extended to batch learning. Used gradient 

decent approach with low false alarm 

Comparison Between different 

methods learning’s not specified 
A quality dataset was not used for the study 
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III. METHODOLOGY 

Dataset 

The ICMR supplied the data utilized in the study. 122751 
cases of swine flu have been verified and 115517 people have 
recovered from the infection, making up 1264443 entries in 
the database. Between 2015 and 2021, 7336 Americans lost 
their lives as a result of various causes around the country. 
Shown in Table II are the dataset's most essential features. 

TABLE II. DATASET 

No of Records 1264443 

Positive Cases 122751 

Recovered 115517 

Deaths 137234 

No of Training Records 1002200 

No of Test Records 250551 

The Table III shows the attributes that was selected for the 
study after performing a feature selection. 10 attributes where 
selected for the study. 

TABLE III. ATTRIBUTES SELECTED FOR THE STUDY 

Sl. No. Symptoms/Attributes 

1 Fever 

2 Chills 

3 Fatigue 

4 Body/Muscle ache 

5 Loss of Appetite 

6 Headache 

7 Dry Cough 

8 Sore throat 

9 Running/stuffy nose 

10 Age 

The Proposed System architecture of the system is 
displayed in Fig. 1. The ICMR and NCDC data sets supply the 
information that is used in the recommended technique. The 
recommended approach can determine whether or not a person 
is sick, and hence at danger, when GIS coordinates are used to 
find a likely hotspot for the Swine Flu. The purpose of this 
research is to identify cases of swine flu using the application 
of machine learning. This goal has been accomplished as a 
direct consequence of implementing the classifier that was 
recommended [30]. 

For the purpose of anticipating Swine Flu symptoms, this 
system makes use of an implementation that is based on 
artificial neural networks. Even though there are 10 separate 
tones being sent into the network in Fig. 2, it only produces 
two distinct tones. The missing layer, which is composed of 
two hidden levels, has had a total of eight nodes removed from 
it. The artificial neural network (ANN) is a type of classifier 
that sorts incoming data by employing a multilayer feed 
forward back propagation method. The technique of modeling 

makes use of the activation function that is associated with 
the sigmoid function. Using this procedure, swine flu can be 
identified in one of two different ways: Training and tests are 
included in this package. Each individual neural network 
must be trained on all ten characteristics that comprise a 
record in order to function properly. Please be aware that this 
is an activity that will be logged. 

The Table IV show the parameters of Artifical Nural 
Network(ANN), it takes 10 input nodes, two output nodes , 
two hidden layer( each hidden layer contain four nodes)and 
used backpropagation method. The Activation funcation is 
Sigmoid funcion. 

 

Fig. 1. Proposed System Architecture. 

TABLE IV. PARAMETERS OF THE ANN 

Number of input nodes 10 

Number of output nodes 2 

Number of hidden layers 2 

Number of nodes in hidden layer 8 

Paradigm 
Multilayer Feed-Forward Network 

(Backpropagation) 

Weight updating rue Delta weight 

Activation function Sigmoid function 
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Fig. 2. Flow of ANN using Selected Features. 

The Fig. 3 describes the how Artifical Neural 
Netwok(ANN) works. 

If you go through the data set, you will learn about the 
classes. To categorise all records, this process is repeated as 
many times as necessary. Errors in training will be propagated 
backward and new penalties or delta error values will be 
applied if necessary. The figure shows how the algorithm for 
making predictions works in a visual way. Next, a random 
weight is supplied to each node in the artificial neural network 
to "initialize" it. Every node has been given a certain 
threshold. Calculating how much of a miscalculation occurred 
begins by determining the difference between projected and 
actual data. Efforts are taken to minimize the chance of 
making a mistake. An optimization condition must be met in 
order for checks to be performed. The output error can also be 
affected by errors that occur in the hidden layers. At every 
step of this procedure, it is necessary to use the gradient 
Descent function. It is important to meet the erroneous criteria 
in order to generate an accurate forecast for swine flu. A total 
of four data sets are available for training [31]. 

 

Fig. 3. Flowchart of the Proposed Algorithm. 

Proposed Predicting Algorithm 

Algorithm Prediction Detecting Diseases Formation 

Input Weights wi node Threshold 

L1 Begin 

L2 { 

L3 Initialize the network 

L4 WI<-Random 

L5 Node<-Threshold 

L6 f=Output Expected - Output Observed 

L7 f1= Set of f<- minimize error 

L8 Repeat L6 to L7 until optimization criteria 

L9 End 

L10 Output Error <- 1/n sigma i=1 to n (Expected - Output)2 

L11 Hidden error <- Back Propagation method 

L12 If Error criteria checking -> False Go to Line 10 

L13 Repeat Until Expected = Output 

L14} 

L15 End 

For the suggested classifier, a random seed is used to 
initialize the ANN network's weights. Each node has its 
unique threshold. The node is activated when the reset 
threshold is met. The total number of mistakes in each node's 
output is calculated. By using it, we may get an accurate 
estimate of the variance between what was expected and what 
was really achieved, which is known as the error value. Each 
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node in the network calculates the ANN's error. By utilizing 
the new value, we may achieve a reduced level of node-level 
inaccuracy. Errors should be kept to a minimum as the 
primary goal of the project. To determine hidden layer errors, 
the output error is first decreased. 

The gradient descent function has been used to lower the 
total amount of error in our calculations. It is still possible for 
the gradient descent process to reach a point of convergence 
even while the data cannot be separated linearly. Each time an 
incorrect number is rectified, a little amount is deducted from 
the overall sum. When an error number rises, the error value 
that was there just before the rise is displayed on the screen as 
well. Because of this, the function is referred to as "decent." 
The gradient descent technique can be used to break out of a 
loop if an error continues to occur [32]. 

For starters, only 20% of the data is really used for 
training. Our second iteration uses the first 20% of data, as 
well as the remaining 20% of data. More than half of the 
records are still in use in the third iteration. We were able to 
use about 80% of the data in the final dataset. Approximately 
20% of the entries in the database are taken from which a 
sample of the full database may be utilized for testing. At the 
conclusion of each cycle, the accuracy or detection rate is 
shown in the Table V. With a 96 percent accuracy rate, the 
classifier is clearly doing its job. For your perusal, Table 5 
displays the matrix of perplexity. There were 39450 positive 
test findings, and 1861 27 negative test results were uncovered 
in this investigation. The values are shown in their proper 

places on the table. Classifier's findings from past study are 
summarized in the table that follows. 96 percent of the time, 
the proposed neural network-based classifier works as 
expected. The Fig. 4 shows the accuracy and detection graph 
[33]. 

Testing data Confusion Matrix: 

It is standard practice to use Table VI a confusion matrix 
to explain the performance of a classification model (also 
known as a "classifier") on a set of test data for which the 
actual values are known and finally Table VII shows the 
classifier values accuracy is 0.96[34]. 

Classifier Values: 

TP: True Positive 

TN: True Negative 

FP: False Positive 

FN: False Negative 

Performance of Training and Testing 

The Fig. 6 shows the performance of training and testing 
i.e., Training loss and epochs, 

The Accuracy rate of Training and Testing, here we 
execute code in python programming the Epoch are from one 
to five. Here the final loss 0.1111 and accuracy rate is 96% in 
Fig. 5. 

Training Data Accuracy Rate 

TABLE V. SYSTEM  ACCURACY RATE 

Ieration 
Upper value for 

-ve case 
Lower value for +ve case 

Required Threshold 

value 

Number of Records per 

iteration 

No. of correctly 

classified patterns 

Accuracy for each 

partition 

1 0.287656 0.565139 0.4263975 202310 192196 78.00 % 

2 0.3315276 0.524858 0.4281928 404621 192194 76.00 % 

3 0.7904 0.379523 0.584976 606932 212425 84.00% 

4 0.878156 0.335547 0.6068515 809243 232656 96.00 %  

 

Fig. 4. Graph of Accuracy/Detection Rate. 
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TABLE VI. CONFUSION MATRIX 

Correct P Incorrect N Result 

39450 9217 positive 

10184 186127 negative 

TABLE VII. CLASSIFIER VALUES 

Recall TP/(TP+TN) 0.17488 

Precision TP/(TP+FP) 0.79481 

F-measure (2*Precision*Recall)/(Precision-Recall) 0.448440 

Accuracy (TP+TN)/(TP+FN+FP+TN) 0.96690 

 

Fig. 5. Results of Training and Testing. 

 

Fig. 6. Performance of Training and Testing. 

IV. PROPOSED DYNAMIC BOUNDARY LOCATION 

ALGORITHM 

Pseudo code 

Algorithm Dynamic Boundary Location Algorithm INPUT 

ICMR Dataset, Distance D=50, GIS Co-ordinates 

L1 Begin 

L2 Read-> Training Data, Distance, GIS Co-ordinates L3 For 

L4 Each training data record L5 Do 

L6 { 

L7 Mark first data point ->X 

L8 Identify points B1, B2, and B3 -> D/2 from X L9 Plot 

point ->GIS 

L10} 

L11 End Do 

L12 if region of B1 B2 B3 locate ->X1 L13 X1<- Shortest 

Distance point-> X L14 Else 

L15 X1<- Outside region B1 B2 B3 

L16 Locate nearest Boundary point <- X1 L17 Repeat L5 to 

L10 

L18 until END of training data record 

 

Fig. 7. Working of Proposed Dynamic Boundary Localization Algorithm. 

This Fig. 7 article provides an explanation of the Dynamic 
Boundary Localization technique. To phrase it in a different 
way: Imagine that X is the location where the first case of the 
flu or swine flu was found. As a point of reference, Google 
Maps is utilized, and the value of the country/region/Distance 
area is selected based on the location of the point X. Let's say 
D represents a distance of 50 kilometers in this scenario. 
From point X, mark the locations of points B1, B2, and B3 at 
a distance of D/2 in the north, south, and east directions, 
respectively. This location houses the outermost cluster. The 
maximal possible spread of the illness. Find the data point that 
is geographically closest to each point (x1, x2, etc.) that makes 
up the triangulated region so that you may create tiny clusters 
or joint clusters. If a data point is located outside of the region 
that was triangulated, this indicates that the disease has spread 
to a location that is not included in the triangulation. In this 
stage, the algorithm will need to dynamically expand the area. 
This is accomplished by looking for the boundary point that is 
geographically closest to the data point that is located outside 
the boundary. The boundary points X3 and B3 are the ones 
that are located the most closely to one another. It is 
necessary to repeat the stages from B3 to B4 to B5 to B6 
once more. The algorithm first creates a zone in the shape of a 
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triangle, and then it expands to the north, south, and east sides 
of the triangle. If it grows on just three of the globes or Earth's 
sides, then it will encompass all of the other four sides [35]. 

V. RESULTS AND DISCUSSION 

The suggested classifier has a consistent upward trend over 
the length of the learning process. According to Table IV, 
there was a success rate of 78% in the first 20% of data that 
were looked at. The right classification was applied to a total 
of 197252 items. The accuracy of the classifier increases from 
80 percent after the third iteration to 84 percent after the 
fourth iteration, and then to 92 percent after the fifth iteration. 
We can ensure that our classifiers continue to improve as we 
increase the number of iterations that we feed into them as 
well as the quantity of training data that we feed into them by 
utilizing the techniques of machine learning [36]. This is an 
easy assignment to do because the ANN classifier that was 
explained has an accuracy rate of 96 percent. Fig. 4 provides a 
visual representation of the ANN (artificial neural network) 
prediction classifier detection rate. Table V presents the 
matrix of ambiguity for your review and consideration. In the 
database, there are a total of 39450 positive entries in addition 
to 186127 negative records [37]. 

The Table VIII show the comparison of results with 
existing literature i.e., it will be compared with Machine 
learning algorithms and get the accuracy results. The Dynamic 
Boundary Location Algorithm (DBLA) and finally we get the 
96 accuracy. 

TABLE VIII. COMPARISON OF RESULTS WITH EXISTING LITERATURE 

Literature Approach Accuracy % 

[12] Kakulapati et al. 

2020 

ANN and Random Forest 

algorithm 
87 

Proposed D B L A classification method 96 

[8] Li et al. 2013 
Bayesian and Markov 

network 
83 

[20] Xue et al. 2018 Regression and ANN 81 

[21] Biswas et al. 

2015 
ANN classifier 78 

[22] Srinivas et al. 

2018 
Naive Bayesian Classifier 84 

[3] Kostkova et al. 

2014 
Cross correlation 76 

[23] Volkova et al. 

2017 
Neural networks 87 

[24] Raval et al. 

2016 

feed-forward neural network 

construction 
73 

[25] Singh and Kaur 

et al 
support-vector-regression 91 

[26] Tate et al. 2017 Random forest 78 

[27] Byrd et al. 2016 
Web based sentimental 

analysis Twitter 
86 

[28] Xue et al. 2019 support-vector-regression 89 

[29] Rao et al. 2021 Hybrid voting algorithm 73 

 

Fig. 8. Results of the Second Technique was Provided for Dynamic Border 

Localization. 

 

Fig. 9. The Output from Both the Existing Standard Literature and the GIS 

Tools. 
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Fig. 10. Localization of Confirmed Swine Flu Cases using Proposed Dynamic 

Boundary Location Algorithm. 

The total number of genuine positives was 9217, whereas 
the number of erroneous negatives was 10184. The method for 
predicting the spread of swine flu has an accuracy rate of 96 
percent overall. According to the findings, the accuracy of the 
classifier is measured at 17.4 percent recall. According to the 
findings of the test, the accuracy was found to be 79.48 
percent, and the F-measure was found to be 44.84 percent. 
The results of the experiments are presented in Table VII, 
which also serves as a comparison of the experimental 
outcomes of the recommended classifier with previously 
published research. The ANN classification algorithm that has 
been presented in this article cannot be compared in any way 
to the approaches that have been discussed in the previous 
paragraphs. Fig. 8 illustrates the results of the second 
technique that was provided for dynamic border localization. 
This method was proposed before [38]. The Fig. 9 and Fig. 10 
show the output from both the existing standard literature and 
the GIS tools that are now available thanks to the method's 
superior area localization accuracy and GIS co-ordinate 
precision. 

VI. CONCLUSIONS 

The use of localization for predictive purposes about swine 
flu is covered in great detail in the study. Both prediction and 
location may be accomplished with the use of algorithms. A 
back propagation classifier based on an artificial neural 
network should be considered as a first step. The Indian 

Council of Medical Research (ICMR) is the source of the data 
that feeds the algorithm. The classification process is broken 
up into two distinct steps by the classifiers. In the first step, 
instances of swine flu are identified, and in the second stage, 
positive cases are localized with the use of an algorithm 
known as the dynamic boundary. The locations in the world 
where this extremely contagious virus is spreading may be 
easily identified, and containment zones may be set up in 
regions where the prevalence of the disease is high. Eighty 
percent of the data in the dataset is utilized in the training of 
the classifier. During the testing phase, there are an infinite 
number of potential combinations and permutations that might 
result in a record testing positive or negative. In order to 
assess the level of accuracy achieved by the methodology, a 
wide variety of well-established machine learning approaches 
were used as benchmarks. The recommended classifier has a 
detection rate that was significantly higher than the detection 
rates of the typical classifiers that are currently being utilized. 
The likelihood that the algorithm has gotten the answer correct 
is 96 percent. In order to evaluate the precision of the dynamic 
boundary method, many different GIS tools were utilized. It 
has been demonstrated that the localization accuracy 
achieved using the dynamic boundary technique is on par 
with that achieved using more conventional GIS tools. 
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