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Abstract—This study was developed following the upheaval
caused by the spread of the Coronavirus around the world.
This global crisis greatly affects security systems based on facial
recognition given the obligation to wear a mask. This latter,
camouflages the entire lower part of the face, which is therefore
a great source of information for the recognition operation. In
this article, we have implemented three different pre-trained
feature extractor models. These models have been improved by
implementing the well-known Support Vector Machines (SVM)
to reinforce the classification task. Among the investigated archi-
tectures, the FaceNet feature extraction model shows remarkable
results on both databases with a recognition rate equal to 90%
on RMFD and a little lower on SMFD with 88.57%. Following
these simulations, we have proposed a combination of classifiers
(SVM-KNN) that would prove a remarkable improvement and
a significant increase in the accuracy rate of the selected model
with almost 4%.

Keywords—Masked faces; deep learning; AlexNet; ResNet50;
FaceNet; classifiers combination

I. INTRODUCTION

According to the World Health Organization (WHO) [1],
there have been 517.648.631 confirmed cases of COVID-19,
including 6.261.708 deaths, until May 13th, 2022. That is
considered an astonishing number after three years of the
virus’s appearance and despite all precautions taken. Therefore,
the Centers for Disease Control and Prevention (CDC) [2] em-
phasize social distancing and obligation to wear masks in order
to minimize contamination and reduce the hazardousness of
this virus. Except that, wearing a mask causes the performance
degradation of security systems based on the identification of
people by their faces, since the mask hides a large part of the
face, hence the loss of a large amount of information. Thus,
existent techniques for faces recognition implemented before
this crisis, must have an improvement and some adjustment
to live up to the expectations of users of face-based security
systems, as stated by the National Institute Of Standards and
Technology (NIST) [3]. The performance of facial recognition
algorithms submitted before March 2020, when the World
Health Organization declared a global pandemic, was exam-
ined in a previous NIST report published in July. The error rate
of these pre-pandemic algorithms was found to be between 5%
and 50% in this first investigation, which confirms that these
systems have become ineffective.

The degradation of identification systems, causes several
problems. So, frauds and wanted persons take advantage of
the mask, for illegal immigration and crimes commitment
without being recognized. Community access control and face

identification have become almost an impossible mission when
a grand portion of the face is covered up by a mask. Due to
these issues, face masks have essentially challenged existing
face recognition strategies.

The epidemic situation, ensures the emergence of two new
axes of research: [4]

• Face mask detection: consists of checking whether
the individual is wearing a mask or not, and it is an
interesting task in public squares and areas with fulls,
where wearing a mask is mandatory.

• Masked face recognition (MFR): is used to identify
people wearing masks on the basis of the remaining
part of the face (the eyes and the forehead parts)

Our interest in this paper is the second axis. we have
implemented a recent technique to identify masked faces using
a deep learning-based method for extracting features. To train
our model, two databases are used: Simulated Masked Faces
Recognition database(SMFRD) and Real-World Masked Faces
Database(RWMFD) presented in [5], specially designed to
evaluate the performance of masked faces recognition methods.

An interesting preliminary phase in the recognition opera-
tion is the pre-processing of the images. However, the quality
of the detection influences the accuracy of the identification,
so we chose the MTCNN algorithm to have an exact and
correct detection. Regarding the feature extraction task, we
have opted for three pretrained models that are very recog-
nized in the field of facial recognition, which are AlexNet,
ResNet50 and FaceNet. For the classification process we have
chosen a classifier which has proven a huge success in image
classification, it is the Support Vector Machine(SVM). Finally,
we have proposed, a classifiers combination (SVM-KNN) to
enhance the performance of the classification process.

This study is organized as follows: The Section 2 provides
the related works about masked faces recognition. While
Section 3 highlights the motivation and the contribution of
the paper. Section 4 discusses the state-of-the-art methods.
Section 5 presents the used method. The remainder of the
paper stated the experiments and the concluding statements
based on experimental results.

II. RELATED WORKS

Obviously, the issue of partially hidden faces has existed
for a long time, since there are several factors other than
wearing a mask such as a beard or mustache, sunglasses or
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even makeup that changes the original features for masquerade
reasons. But recently, the obligation to wear a mask makes the
problem even worse and the dilemma of recognizing occluded
faces has become at the head of research in computer vision.
Consequently, significant increase in MFR research effort,
extending existing MFR methods and yielding promising ac-
curacy results.Then, search across major digital libraries to
track growing research interest in the mission of occluded face
recognition (OFR). A series of search strings are formulated
to find leading repositories the article covers the use of
deep learning techniques only in the context of face-based
recognition. MFR article search results retrieved from Web of
Science, Scopus, IEEE Xplore, Wiley, Ei Compendex, ACM
Digital Libraries and EBSCOhost. These warehouses include
articles on recent popular seminars, journals and conferences
articles from five years.

Fig. 1. Diagram of Research Efforts on MFR from 2017 to 2022.

As shown by Fig. 1, the importance of research in the
field of Occluded and Masked Faces recognition (OFR and
MFR) witnesses a noticeable increase in parallel to exhausting
researches [6] [7] [8].

Except that, this diversity does not mean the effectiveness
of the applied techniques, because until now there is no
masked face recognition method whose performance exceeds
or equals that of unmasked face identification techniques. As
a result, the achievement of the methods used post-pandemic
remain unsatisfactory for real-time systems and high-traffic
sites with high security requirements. As of late, researches
have proposed many useful methods. They basically consist
of three categories:[9]

• Generate a typical model of the occlusion is-
sue(restoration model),

• Occlusion removal approach,

• Deep learning-based approaches.

,

A. Restoration Model

This approach consists of generating the hidden part of the
face considering that the nose, mouth and chin carry a large
amount of information. For the improvement of the recognition
efficiency reasons and to generate the lost features of face,
there are two restoration models: robust structured error coding
and robust subspace regression [9].

• Robust structured error: The occlusion produced by
the mask presents a spatial continuity. By this, an error
caused has a specific spatial structure. This makes the
reconstruction of the low-rank structure of the face
image from the data damaged by occlusion necessary,
to have a correct identification and minimize the rate
of false positives and true negatives. For instances,
authors in the literature [10] presented an improved
robust principal component analysis (RPCA) method.
At the beginning, the method consists in decomposing
the learning matrix M by a lower rank matrix, which
ensures obtaining a lower rank content matrix L and
a sparse content matrix S. In this way, the recovery of
the lower subspaces of the training sample is achieved.
This method considers how to restore low-ranked
structures from training samples that are error-prone
but sparsely structured. This effectively suppresses the
effects of sparse noise and provides strong efficiency.
In order to increase interclass information between
low-ranked matrices of different face categories, ref-
erence [9] has expressed all training patterns as obser-
vation matrix D. After decomposing the matrix D, we
get a low-ranked matrix A with no occlusion and a
sparse error matrix E. The RPCA is applied to the
submatrix A and the resulting subspace is used as
an occlusion dictionary for facial images. The image
reconstruction was then identified and the error size
was classified according to the sparse representation
classification and occlusion dictionary.[9]

• Robust subspace regression: This model is gener-
ated by projecting high-dimensional feature data from
different categories of facial images onto a low-
dimensional subspace. Next, an independent subspace
is set in the occlusion part, and the occlusion of the
face image is expressed using the existing dictionary
atom to realize a powerful recognition effect of the
occlusion face. Currently, robust subspace solutions
for occluded face detection primarily include sparse
representation, collaborative representation, and ob-
struction dictionary learning.

B. Occlusion Removal Approach

This model aims to estimate the position of occlusion
through two error indices. The first is in the form of local
similarity error between the original image and the partially
occluded image, while the second aims to the spatial local
error caused by the occlusion. Otherwise, the method consists
in locating the hidden areas of the face and eliminating
them completely from the feature extraction and classification
process. In this context, one of the most famous approaches
is that based on segmentation. According to the literature
[11], authors segmented the face in small local zones. These
latter, contain the occluded part to be eliminated and which
will be detected by the support vector machine (SVM). Then
the last phase is to use a mean-based weight matrix for face
identification.

Several techniques have been proposed to remove the
concealed part of the face, including the exemplar based
Image in-painting technique proposed in [12]. As well as, the
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structural similarity index measure and principal component
analysis technique [13].

C. Deep Learning-Based Approaches

Currently, Deep learning has proven huge success in several
areas, especially in FR. This comes down to the efficiency
of deep features compared to others that are over shallow.
The most recognized research works in occlusion face are
based on this type of features, taking the example in [14],
an efficient partial face recognition approach was proposed,
this is Dynamic Feature Matching (DFM) approach, based on
the combination of the Fully Convolutional Network (FCN)
with Sparse Representation Classification (SRC). The method
is intended to recognize partial faces of arbitrary size. Another
model proposed to identify hidden faces called BoostGAN
model [15]. The main idea of this model is to use the occluded
face to elaborate the non-occluded face and this latter will
then be used to recognize the person. Except that, in the case
of large occluding surfaces such as face masks, GAN-based
methods are hard to regenerate the details of the key points on
the visage.

Table I presents the performance of some MFR methods.

TABLE I. SUMMARY OF SOME MFR METHODS PERFORMANCE

References Model Dataset Accuracy
GuiLing, W.[9] Mask separation RMFRD 95.22
Priya, G.[11] MBWM-SVM GTAV 94.75
He,L.[14] Dynamic Feature Matching CASIA-NIR-Distance 94.96

III. MOTIVATION AND CONTRIBUTION OF THE PAPER

The failure of current methods to correctly identify masked
faces in the same way as non-masked face recognition tech-
niques motivates us to explore a new solution to overcome
this shortcoming. Drawing on the significant performance
and strong light resistance of CNN-based methods, facial
expression variations and face occlusion. In this study, we have
proposed an occlusion removal approach with transfer learning
model to solve the masked face problem noticing during the
COVID-19 pandemic.

To the best of our knowledge, the restoration model ap-
proach isn’t truly a great selection. This procedure endures
from a few issues, particularly the difficulty of implementing
it and culminating the comes about. As well as, it could
be a prepare that devours an expansive execution time. With
that, several researchers use this method as is the case in the
literature [16], contrary of our choice. The disadvantages of
this approach, inspired us to base our considerations on the
occlusion removal approach since it is a compelling and simple
strategy. As well as, pre-trained model for feature extraction.

Other side, face detection has a huge influence on the
quality of recognition. As of late, a few face tracking strategies
have shown up and have demonstrated tall execution, such
as the viola and Jones detector, which has gotten to be a
reference in object detection and particularly for face. A bit
more recently, it appears the famous MTCNN detector [17]
which has proven great efficiency and speed of execution.
But that the major progression of machine learning recently,
gives us with unused choices, like the modern finder which

made a boom in computer vision is the mediapipe algorithm
[18]. MediaPipe face detector is an ultra-fast solution with six
landmarks and multi-face support. It is an excellent detector
for streaming videos, but it is not yet used for static images.
What motives us to use the MTCNN detector.

So the contribution of this paper lies in three points:

The first consists in adapting models usually used for
the recognition of unmasked faces for masked faces. This
adaptation was made by training the three models AlexNet,
ResNet50 and FaceNet by databases specially designed for
masked faces and adjusting the parameters of each model in
order to improve their performances.

The second contribution aims to improve classification task
with the inserting of SVM classifier for each model.

While the third contribution consists in a classifiers com-
bination (SVM-KNN) that considerably improves the obtained
results.

IV. STATE OF-THE-ART METHODS

The ordinary and common structure for all face recognition
methods is composed of a face detection, a feature extraction
and a classifier. Through this paper, we have presented the
races that we followed, starting with face cropping.

A. Face Detector: MTCNN

Currently, MTCNN or Multi-task convolutional neural net-
works, is the most popular and rigorous face detection solution.
It is composed of three cascaded neural networks known by
P-Net, R-Net and O-Net [17].

• P-Net stands for Proposed network: It searches for
faces in frames of size 12 × 12. The task of this
network is to achieve rapid results.

• R-Net presents Refined network: Its structure is
deeper than Pnet. Despite all candidates originating
from the previous network will be fed to R-Net, a
large number of candidates are already eliminated by
the first network P-Net.

• O-Net comes from Output network: briefly returns
the bounding box (face area) and face landmark loca-
tions.

These three cascaded neural networks are presented in Fig.
2.

Fig. 2. Architecture of the Three Cascaded Neural Networks of MTCNN
[17]

The MTCNN model detects five landmarks on the face,
which are the left eye, right eye, nose, and two corners of the
mouth. This model proves high face detection accuracy.
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B. Masked Faces Databases

In this section, we have presented several benchmark
datasets used in the literature to evaluate MFR techniques [19].

Starting with the most popular and used databases in this
field which are the RWMFRD (Real-word masked faces recog-
nition dataset), the Masked Face Detection Dataset (MFDD)
and Simulated Masked Face Recognition Dataset (SMFRD)
introduced in the same article [5].

As regards MFDD, it contains 24,771 masked face images,
which allows the implemented model to accurately detect faces
hidden by masks.

As for RMFRD, the largest existent database for MFR,
since it contains 5,000 images of 525 people wearing masks,
and 90,000 images of the same people without masks. This
database was used in [20], in the context of face images that
were not acceptable due to an incorrect match were manually
removed. In addition, the right face areas have been cropped
using semi-automatic annotation techniques, such as LabelImg
and LabelMe, Fig.3 displays sample images from RMFRD.

Fig. 3. Sample Images from RMFRD.

For diversification reasons, SMFRD has been developed,
it contains 500,000 images of synthetically masked faces of
10,000 people collected from the Internet and Fig. 4 illustrate
some images from this dataset.

Fig. 4. Sample Images from SMFRD.

The Synthetic face-occluded dataset (SFOD) [21] was
elaborated using published data records from CelebA and
CelebA-HQ [22]. CelebA-HQ is a large-scale facial attribute
dataset containing over 30,000 celebrities. Each face image
is cropped and roughly aligned based on the eye position.
The occlusions were aggregated by five common non-facial
objects: hands, masks, sunglasses, glasses, and microphones.
Over 40 different types of objects were used in different sizes,
shapes, colors and textures. In addition, non-face objects were
randomly placed on the face.

The Masked Face Segmentation and Recognition dataset
(MFSRD) [23] is composed of two parts. The first part consists
of 9742 images of masked faces that have been collected from
Internet with hand-labeled masked segmentation annotation.
The second part contains 11,615 images of 1004 identities, of
which 704 are collected from the real world and the rest of
the images are collected from the Internet, where each identity
has at least images with and without masks. Celebrities in
Frontal Profile in the Wild (CFP) [24] includes the faces of 500

celebrities in face and profile view. Two verification protocols
with 7000 comparisons, each presented: one compares only
frontal faces (FF) and the other compares (FF) and profile
faces(FP).

Both, Masked Face Verification (MFV) and Masked Face
identification (MFI) are presented in [25], the first one contains
400 pairs for 200 identities while the second includes 4916
images of 669 identities.

The LFW-SM [26] variant database contains a simulated
mask that extends the LFW dataset and contains 13,233 images
from 5749 individuals. Through Fig. 5, we have presented
sample images from LFW-SM.

Fig. 5. Sample Images from LFW-SM.

Several MFR techniques used the VGGFace2 [27] dataset
for training, which consists of 3 million images of 9131 people
with over 362 images per person. From this database derives
the Masked faces dataset VGGFace2-m [28], it contains over
3.3 million images of 9131 identities. Table II shows the
main characteristics of the dataset used in the masked face
recognition task.

TABLE II. SUMMARY OF THE MFR BENCHMARKING DATASETS

Database Size Identities Type of masks
RMFRD 95,000 525 Real-world
SMFRD 500,000 10,000 Synthetic
MFSRD 11,615 1004 Real-world/synthetic
MFV 400 200 Synthetic
MFI 4916 669 Synthetic
LFW-SM 13,233 5749 Synthetic
VGG-Face2-m 3.3M 9131 Synthetic

C. Feature Extraction

One of the most crucial steps in the facial recognition
process is feature extraction. It consists of extricating a set of
features that are discriminative enough to represent and learn
key facial attributes such as eyes, mouth, nose, and texture.
In the presence of partial occlusion, especially that produced
by the face mask, this process becomes more complex and
current facial recognition systems need to be adjusted to
extract representative and robust facial features. There are
two categories of feature extraction, the first is a shallow
feature extraction which is a classical technique explicitly
forming a set of features fabricated with low optimization
or learning mechanisms. The most popular methods of this
category are Histogram of Oriented gradient (HOG), LBPs
and codebooks [29]. In recognition tasks for unmasking face,
these algorithms achieve considerable accuracy and remarkable
robustness against a variety of facial changes such as lighting,
rotation, scaling and translation. But this is not the case for
masked faces, great degradation was observed.
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The second category is the deep feature extraction. One
of the most efficient neural networks in the field of face
recognition is the Convolutions Neural Network (CNN), it
has shown preponderance in a wide range of applications,
such image classification, retrieval and detection objects. CNN-
based models have been widely deployed and trained on many
large-scale face datasets [30] [31] [32].

Several pre-trained architectures are recognized in the field
of FR and have proven remarkable success, especially for
feature extraction. To choose the most suitable extractor for
our application, we have made an overview of the most cited
models in the literature. AlexNet [33]is a famous model that
ensures to reduce the training time and minimize the errors
even on large datasets [34]. Fig. 6 shows the architecture of
AlexNet.

Fig. 6. Architecture of AlexNet [35].

Two other popular CNN-based models were presented in
[36], VGG16 and VGG19 have been used in various com-
puter vision applications, especially facial recognition. Despite
achieving considerable accuracy, they endure from training
time and complexity [37].

For the most complex identification missions, as in the
case of masked faces, it is preferable to be processed by
deeper neural networks like residual network (ResNet) [38].
This model achieves outstanding performance and accuracy,
due to the stack of additional layers. These extra layers must
be determined empirically to control for any deterioration in
the performance of the model. The architecture of ResNet50
is presented in Fig. 7.

Fig. 7. Architecture of ResNet50 [39].

MobileNet [40] also is considerate as one of earliest
deep neural networks, which mainly depends on a simple
architecture. Its architecture exhibits high performance with
hyperparameters and fast model calculations [41].

We cannot pass without mentioning Inception [42] and its
variations [43], their innovation is that they use modules or
blocks to build networks that contain folding layers instead
of stacking them. Xception [44] is an extreme Inception

version that replaces Inception modules with deeply separable
convolutions.

FaceNet [45], presented by Google researches, it is a
famous pre-trained model that has proven very remarkable
results. Fig. 8 shows the architecture of FaceNet.

Fig. 8. Architecture of FaceNet [45].

Through Table III we have presented a summary of the
pre-trained CNN-based model.

TABLE III. SUMMARY OF THE PRE-TRAINED CNN BASED MODEL

Model Variants Trainable param Conv layers Total layers
AlexNet - 62 M 5 8
VGG VGG16 138 M 13 16

VGG19 143 M 16 19
ResNet ResNet50 25 M 48 50

ResNet101 44 M 99 101
MobileNet MobileNet 13 M 28 30

MobileNet-v2 3.5 M - 53
Inception GoogleNet 7 M 22 27

IncepV2 56 M 22 48
IncepV3 24 M 22 48
IncepV4 43 M - 164
Incep-ResNet-V2 56 M - 164

Xception - 23 M 36 71
FaceNet - 140M 22 27

D. Classification

Many classifiers have been mentioned through literature,
given the importance of classification in improving the perfor-
mance of facial recognition systems.

As far as we are aware, the two most popular classifiers
in facial recognition are Support Vector Machine (SVM) and
K-Nearest Neighbour (K-NN) [46]

1) SVM: Support vector machine (SVM) is a supervised
machine learning that can be used for classifications or re-
gression problems. For the issues of multiclass classification it
exists two distinguished approaches, the first is one-against-one
and the second is one-against-all approach. Kernels functions
are used for separation between classes for higher dimensional
feature spaces. These Kernel functions are able to transform a
non-linear distinguishable problem into a linear distinguishable
one and projecting data into the feature space which ensure to
find the optimal separating hyper plane [51].

2) KNN: K-Nearest Neighbor, a popular technique for
classifying objects based on nearest training samples in feature
space. This training samples are vectors with a class label
for each one. The principle of the technique aims to compute
the distance of the test sample to every training sample and
keeping the k closest training samples (Where k designate
positive integer). Then several distance functions used in the
KNN algorithm, but the best methods are Euclidean distance
[52].

www.ijacsa.thesai.org 1044 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 13, No. 9, 2022

3) SVM-KNN: Overall, the combination of classifiers is
a relatively new technique. It can be considered as an op-
timization problem for minimizing classification errors and
takes as input the outputs of M classifiers and generates the
final N classes [53] Classifier combination is more efficient,
especially when the classifiers are different. There are two
types of combination:

Features association using similar classifiers and decision
association resulted from dissimilar classifiers [54]. The second
type of combination is our choice since SVM and k-NN are
two dissimilar classifiers.

On the other hand, classifiers can provide three types of
outputs: The measure, class and rang types [55]. Depending
on these types of output the combination may be:

• In the abstract stage built on voting methods.

• In the rank stage when the outputs are labels classified
by a reducing weight.

• In the measurement level if the outputs are labels
combined with confidence values.

For our work, we have used the majority vote in combina-
tion.

E. Evaluation Metrics

In order to assess the cogency of implemented models for
masked face recognition, we have opted for some evaluation
parameters, such precision, recall, F1-score and accuracy met-
rics. These evaluation metrics were calculated as follow [49]:

Accuracy =
TN + TP

TS
(1)

Precision =
TP

TP + FP
(2)

Recall =
TP

TP + FN
(3)

F1 = 2× Precision×Recall

Precision+Recall
+ score (4)

Where TP , TS , FP , TN and FN designate respectively True
positive, total samples, false positive, true negative, and false
negative. For our work we have used Accuracy, precision and
recall rate.

V. USED METHOD

Our method consists of three primary scenarios (presented
in Fig. 9), where we used three different pre-trained CNN-
based models like feature extractors and the SVM is cascaded
for classification. The model that has proven the best results
will be improved by the combination of a second classifier
which will be the K-NN.

Fig. 9. Architecture of our Primary Scenarios.

A. AlexNet and SVM

We have used the well-known SMFD and RMFD databases
specially designed to evaluate masked facial recognition sys-
tems. Data from each base were divided into 80% for training
and 20% for testing and random distribution to avert biased
results. Then, the images used are a mix of masked and
unmasked faces which ensures good feedback.

Before we start, we need to preprocess the input images to
fit the AlexNet model. Input image should be with a dimension
equal to 227 * 277 * 3 pixels. For SMFD database, the image
contains only the parts of the face we are interested in, so
we don’t need face detector, we just need to convert the size
of the images from 128 * 128 * 3 to 227 * 227 * 3. Unlike
the RMFD base, we use MTCNN to frame the faces. It is
important to note that the model is made up of many layers,
but not all of these layers are essential for feature extraction.
For instance, the first layer deals with the extraction of features
such as edges and points. As it is presented in Fig. 10.

Fig. 10. Extracted Features by the First Layer of AlexNet from Original
Image on RWMFD.

The table in Fig. 11 shows the different layers of the
ALexnet model.

Fig. 11. Details of AlexNet Layers [47].
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After features extraction, we have equipped the SVM to
perform the classification task. The output from ‘fc8’ layer
was a 4096-dimensional feature vector. For the SVM kernel
function, we used a linear kernel function without optimiza-
tion. Kernel functions are used to take vector data as input and
convert it into the optimal format. We were inspired by this
network implemented mainly for unmasked faces as displayed
by Fig. 12.

Fig. 12. AlexNet Convolutional Neural Networks with SVM.[35]

B. ResNet50 and SVM

Firsthand, Through the implementation operation, we have
created an image data store that is useful for data management.
Seeing that, the image was read and then loaded into the
storage system. Then, the data was split into 80% training and
20% validation using random sampling for averting bias the
outcomes. On the other hand, the ResNet50 network can only
process images with 224 × 224 × 3, that’s why we resized
images to be used in this size. Regarding the next phase,
which is feature extraction, there is a final layer named fc1000
found just before the classification layer was used to extract
features using the activation method. The activation outputs
were aligned in columns to speed up afterwards the SVM
training , and the optimizer Adam was used for the training
instead of Stochastic Gradient Descent. Fig. 13 presents the
ResNet50 model implemented with SVM.

Fig. 13. ResNet50 Convolutional Neural Networks with SVM.

We have adjusted manually different hyper parameter to
obtain better outcomes. Starting with the batch size, it is tuned
to 32 and we run our algorithm with cross-entropy for 50
epochs.

C. FaceNet and SVM

FaceNet model accomplished state-of-the-art results in sev-
eral benchmark face recognition datasets, specially Labeled
Faces in the Wild (LFW) and YouTube Face Database. The
model requires as input images sizes 160×160 and it contains
22 deep layers and 5 pooling layers, and a global average pool-
ing is used at the end of the last inception module. The Fully
connected layer will be used for face description. Elaborated

descriptors become an embedding module for correspondence
descriptors. The max operator has been applied to features to
develop a one feature vector from a template. The network
must be properly tuned to expect a significant boost for the
particular task of face recognition and verification. To retrain
the FaceNet model, we have to bring a set of masked and
unmasked faces[42].

The module includes four branches, the first contains a
series of 1x1 local features from the input for learning. While
The second branch implements 1 x 1 convolution in order
to reduce the input dimensions until 1 x 1 convolution is
achieved. This greatly minimises the quantity calculation the
network desires. Third branch is coherent with the second
branch with 5x5 learning filters. The last branch accomplishes
3x3 max pooling with a Stride of 1x1. Finally, all branches
of the Inception module converge and Channel dimensions are
linked to each other before being added to the next network,
as displayed by Fig. 14 [48].

Fig. 14. Illustration of the Inception Module used for FaceNet Pre-Trained
Model.

A crucial and next task in the FaceNet model is Face
embedding, it consists of the representation of facial feature in
the form of a vector. This latter, will be useful for comparison
with the other generated vectors for identification of people.
Embedding vector will be stored in order to be utilized as an
input for the classifier. For this reason, we have to itemize
each face in both training and testing database to have the
classifier perform embedding and name prediction. It’s nec-
essary that the pixels of the image are normalized to perform
the prediction operation. FaceNet architecture contains a batch
layer and a deep CNN network. This latter, was supported by
the normalization L2 which results face embedding. The face
embedding is performed Triplet loss during the training. The
triple loss has a minimum distance between an anchor and
positive when the identities are the same [49]. Fig. 15 displays
the triplet loss training.

Fig. 15. The Triplet Loss Training[45]

Then, the validation process is integrated to recognize a
candidate’s face by performing a classification task within an
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integrated support vector machine (SVM). Since its inception,
the SVM algorithm has been effectively applied to various
classification-related problems . The SVM finds an Hyperplane
that performs the classification task of the optimization issues.
This maximizes the boundaries between the two classes of a
particular input and target pair. The Classification is the result
of certain robustness against over-fitting and margins represent
class separation efficiency.

VI. EXPERIMENTS AND RESULTS

A. Implementation

Through this section, we have presented the experimental
results acquired by face recognition using the three deep
convolutional neural networks previously mentioned, after they
are chained by the famous SVM classifiers, these implemen-
tations are based on both MFRD and SMFD databases. Three
major experiments in our study were performed to compare
performance differences between pre-trained CNN architec-
tures. First, we evaluated the performance when extracting
the learned image features from a pre-trained CNN AlexNet,
followed by SVM as a classifier. Second, we have realised the
same experience with ResNet50. Third, we have evaluated the
performance of FaceNet model with SVM. The analysis and
evaluation were carried out on the basis of the performance
recognition accuracy, precision and recall rate.

Before beginning the training process for the convolutional
neural network architectures, a previous pre-processing is
required. For all datasets, a rescale is applied to resize the
images to a 227 × 227 as input for AlexNet, 224 × 224 as
input for ResNet50 and 160× 160 for FaceNet model.

All experiments were conducted using the platform of
Windows with the configuration of AMD Ryzen5-GPU with
16 GB of NVIDIA GEFORCE RTX 3050 TI. Python tool was
used to evaluate the method and perform the feature selection
and classification task.

Table IV and Table V display the results obtained from the
pre-trained models using two different databases.

TABLE IV. EVALUATION OF IMPLEMENTED MODELS USING RMFD

Model Accuracy% Precision% Recall%
AlexNet 88.89 90.00 90.00
ResNet50 84.20 83.650 85.310
FaceNet 90 90 91.5

TABLE V. EVALUATION OF IMPLEMENTED MODELS USING SMFD

Model Accuracy% Precision% Recall %
AlexNet 85.210 88.12 88.12
ResNet50 83.304 81.870 84.10
FaceNet 88.57 88.5 88.6

Since FaceNet has demonstrated considerable robustness
with masked faces, we have opted this model to improve this
performance by combining the used SVM classifier with the
well-known K-NN classifier. The results obtained are presented
in Table VI.

TABLE VI. FACENET MODEL WITH CLASSIFIERS COMBINATION

Model RMFRD SMFRD
FaceNet with SVM 90% 88.57%
FaceNet with SVM-KNN 94.46% 91.87%

B. Discussion

As a first observation, the two databases are not simulated
in the same way, RMFD provides more considerable results
than the SMFD database for AlexNet, ResNet50 and FaceNet.
The difference of results between the two databases comes
down to the fact that in the SMFD database, mostly, masks
are not really well placed on the face, since the masks are
synthetic and are not real-world as in the case of the database
RMFD database.

Regarding the models performance, FaceNet performed
better on both databases. Although, AlexNet and ResNet50
models show significant results in unmasked face recognition,
they present a remarkable degradation with masked faces. Even
with the adjustment of some parameters for each architecture,
as well as with the training of the models by a large number
of masked faces.

According the authors in [35], AlexNet model reached
higher accuracy of 100% on YTF datasets, 99.55% and 99.17%
for the GTAV face and ORL datasets respectively. While
ResNet50 has achieved high accuracy of 100% on GTAV
face and YTF datasets. Similarly, FaceNet model presents
a degradation compared to the results provided with the
unmasked faces, let us quote the example of literature [50]
where authors mentionned that FaceNet is highly efficient in
non-masked faces recognition that it can reach 100% accuracy
on YALE, JAFFE, AT&T datasets. Although the masked faces
influenced the performance of the FaceNet model, it remains
robust relatively to other models.

We have improved the classification process by a combi-
nation of voting-based classifiers which greatly improves the
performance of the model, where we have reached an accuracy
rate equals to 94.46% with RMFRD. This combination has
been used in several works for different objects recognition
other than masked faces recognition. Let’s cite the example of
the article [56], where the authors obtained an accuracy rate
equals to 97.11% for Arabic-word handwriting recognition.
In literature [57], classifiers combination for recognition of
Arabic literal provides an accuracy rate equals to 98%.

It is obvious that these values exceed ours, this excess
in values comes down to the fact that the models are less
complex, the stains are easier and even the databases are much
smaller.

To further appraise the proposed method, we have com-
pared our model with several techniques destined specially for
recognizing masked faces, such as the model implemented in
[58] that just combined FaceNet with SVM and they got an
accuracy rate equals to 91.304%. In the study presented in
[59], authors used VGG16, the Multilayer Perceptron Classifier
(MLP) and Bag-of-Features (BoF) paradigm, the accuracy rate
obtained is equals to 91.3% . An efficient face recognition
method presented in [35] using Transfer learning (ResNet50
and AlexNet) to fine-tune pre-trained models to the masked
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face detection dilemma using an SVM classifier, authors have
obtained an accuracy equal to 87%. Table VII summarizes this
comparative study.

TABLE VII. PERFORMANCE COMPARISON WITH STATE-OF-THE-ART
METHODS

Model Dataset Accuracy
FaceNet+Svm RWMFD 91.304%
VGG16+BOF RWMFD 91.3%
CNN+Svm RWMFD 87%
Our model RWMFD 94.46%

These methods achieve lower values than obtained by the
proposed technique, which confirms the effectiveness of the
classifiers combination. Then, the complementarity between
the two classifiers increases the recognition accuracy and
robustness of the model, this comes down to the fact that in
image classification, the concept of ambiguity is particularly
related to the presence of noisy pixels, mixed pixels and pixels
from regions that have undergone changes. If some pixels are
between two classes (such as those located on the boundaries
of homogeneous regions), those pixels should be classified into
a union of two classes rather than a single class. This case
can be important when the spatial resolution of the sensor
is high. Mixed pixels intervene in the image modeling of a
single source whenever that source cannot distinguish between
the two classes. In this case, only class related information
is available. Pixels in areas with little change are difficult to
distinguish from pixels in stable areas and must therefore using
two classifiers to get more accurate results.

VII. CONCLUSION

Today, the task of recognizing a masked face is a challeng-
ing process which makes it a focus of interest for scientific
committees, given the importance of facial recognition for the
security of various organizations and applications around the
world. Models that intended for the recognition of unmasked
faces have become helpless and unable to provide satisfactory
performance to the expectations of security systems and real-
time applications. Over the last two years, several techniques
have emerged for this purpose but these techniques always
remain less effective than the models destined of unmasked
faces. This fact comes to several factors. First, the loss of the
majority of facial details. Second, all the proposed techniques
are based on models previously intended for unmasked faces
by adjusting a few parameters to render the model adaptable
with the new task. Third factor, the databases designed for
the study of masked faces recognition systems, require more
improvement. In this regard, we have proposed a model based
on FaceNet with combination of classifiers (SVM-KNN) in
order to have satisfactory results. This combination gives better
results compared to the classification by a single classifier
given the complementarity between SVM and K-NN classi-
fiers. Finally, safety is vital at all levels (social, industrial,
services, etc.) and security systems must reach a certain level
of robustness, that’s why our future work aims to develop a
new model which does not consider masked faces as a barrier
to having excellent results.
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