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Abstract—The major cause of visual impairment in aged 

people is due to age related eye diseases such as cataract, diabetic 

retinopathy, and glaucoma. Early detection of eye diseases is 

necessary for better diagnosis. This paper concentrates on the 

early identification of various eye disorders such as cataract, 

diabetic retinopathy, and glaucoma from retinal fundus images. 

The proposed method focuses on the automated early detection 

of multiple diseases using hybrid adaptive mutation swarm 

optimization and regression neural networks (AED-HSR). In the 

proposed work, the input images are preprocessed and then 

multiple features such as entropy, mean, color, intensity, 

standard deviation, and statistics are extracted from the collected 

data. The extracted features are segmented by using an adaptive 

mutation swarm optimization (AMSO) algorithm to segment the 

disease sector from the fundus image. Finally, the features 

collected are fed to a regression neural network (RNN) classifier 

to classify each fundus image as normal or abnormal. If the 

classifier output is abnormal, then it is classified by the 

corresponding diseases in terms of cataract, glaucoma, and 

diabetic retinopathy, which improves the accuracy of detection 

and classification. Ultimately, the results of the classifiers are 

evaluated by several performance analyses and the viability of 

structural and functional features is considered. The proposed 

system predicts the type of the disease with an accuracy of 

0.9808, specificity of 0.9934, sensitivity of 0.9803 and F1 score of 

0.9861 respectively. 

Keywords—Adaptive mutation swarm optimization; fundus 

image; feature extraction; RNN classifier; standard deviation 

I. INTRODUCTION 

Nowadays, aged people are mostly affected by chronic 
diseases such as cataract, glaucoma and diabetic retinopathy, 
which lead to visual impairment. The optic nerve is damaged 
due to glaucoma, which results in loss of vision. Glaucoma 
occurs due to a slow rise in the normal fluid pressure inside the 
eyes. Cataract occurs due to the clouding of the eye's lens. The 
progressive damage in the retina’s blood vessels, which are 
essential for good vision of the eye, leads to Diabetic 
Retinopathy [1]. Based on the supervised learning method, 
blood vessels are segmented from the fundus image that can be 
done using Zernike moment-based Shape descriptors and 
training can be performed using an ANN-based binary 
classifier to predict cardio vascular diseases [2]. Multiple 
instances A learning technique is used to classify the diseased 
image and healthy image, in which the classification can be 
done by binary classification [3]. Microaneurysms can be 
recognized using principal component analysis, morphological 

processing, averaging filter, and support vector machine 
classifier. Diabetic Retinopathy disease can also be identified 
[4]. The early signs of diabetic retinopathy can be identified by 
applying nineteen features extracted from the fundus image to 
an artificial neural network, which is trained by Levenberg-
Marquardt, and the disease is classified by using Bayesian 
Regularization [5]. Red lesions can be detected in the blood 
vessels by using a Gaussian filter and the disease can be 
predicted using an SVM classifier [6]. Based on the singular 
value decomposition algorithm, dictionary learning methods 
can be used to classify healthy people from diabetic patients 
based on singular Value Decomposition Algorithm [7]. The 
fundus image is segmented by using a Deep Convolution 
Neural Network and it increases the accuracy and efficiency in 
predicting non-proliferated diabetic retinopathy [8]. The blood 
vessels can be segmented by using dilated convolution, which 
leads to more accurate detection of ophthalmologic diseases 
[9]. The two filtering methods, namely median filtering and 
Gaussian derivative filtering, are used to define the bifurcation 
point of a blood vessel image segment [10]. DR (Diabetic 
Retinopathy) can be recognized using the ANN classifier and 
region growing segmentation to extract exudates, optic plate 
and veins from the fundus images [11]. DR can be detected by 
using a reformed capsule network, which attains an accuracy of 
97.98% [12]. A hierarchical severe grading system model was 
developed to detect and classify the different grades of DR. 
The classifier accuracy is 94% [13]. The optic disc and optic 
cup boundary of the fundus images are segmented and by using 
Weighted Least Square fit, holistic features and disc ratio are 
extracted, and then they are fed to a Convolutional Multi-Layer 
Neural Network Classifier to classify the glaucoma [14]. A 
classification method of multi feature analysis along with a 
Discrete Wavelet transform is used to detect glaucoma. This 
model classifies glaucoma with an accuracy of 95% [15]. The 
input fundus image is validated using Le-Net architecture and 
the optic disc and optic cup are segmented using U-Net 
Architecture. Glaucoma can be detected with the use of SVM 
Classifier, Neural Network Classifier, and Adaboost Classifiers 
[16]. The eyeball area is extracted from the fundus image using 
an object detection network and multi task learning is applied 
to detect the cataract [17]. A Deep Convolution Neural 
Network with Resnet for classification can be used to identify 
cataract. The systems show an accuracy of 95.77% [18]. Gray 
Level Co-occurrence Matrix is utilized for feature extraction, 
and the classification of different levels of cataract can be done 
by Back Propagation Neural Network Classifier. This system 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 9, 2022 

402 | P a g e  

www.ijacsa.thesai.org 

provides an accuracy of 82.4% [19]. The above-mentioned 
techniques are utilized to anticipate a single disease from the 
fundus image of the retina. The proposed paper uses hybrid 
adaptive mutation swarm optimization and regression neural 
network (AED-HSR) to provide automated early detection of 
multiple diseases. 

The contributions of the proposed work are: 

 Multiple features are extracted from the collected data 
and standard deviation, smoothness, entropy, shape, 
color, intensity and statistics are included for feature 
extraction. 

 An adaptive mutation swarm optimization (AMSO) 
algorithm is used to segment the disease sector from 
fundus image. 

 The collected features are fed to the regression neural 
network-based classifier to classify each fundus image 
as normal or abnormal. 

The rest of this paper provides the recent related works 
under Section II, Problem methodology and System model in 
Section III, the proposed AED-HSR technique using AMSO 
algorithm and RNN algorithm experimental setup and results 
are explained in Section IV, and Section V describes the 
conclusion of AED-HSR. 

II. RELATED WORKS 

Kangrok et al., proposed a strategy to detect DR by 
utilizing automatic segmentation of the ETDRS 7SF in order to 
expel the undesirable components in the fundus image, and 
then it was fed to a ResNet – 34 model for the classification of 
the disease, which provided an accuracy of 83.38% [20]. Saeid 
et al., proposed a combinational approach of fuzzy C-means 
and genetic algorithms for the prediction of DR from the 
angiographic images of diabetic patients, which provided a 
sensitivity of 78% [21]. Zhuang et al., introduced a weighted 
voting algorithm to categorize the DR disease and the trained 
network model was applied to the hospital data, which 
provided 92% accuracy [22]. Rego et al., worked on a 
Convolutional Neural Network (CNN) model with Inception-
V3 for DR screening of fundus images. In this approach, the 
model analyzed 295 images and the results were compared 
with a team of ophthalmologists. This model predicted DR 
with an accuracy of 95% [23]. Mohammed Hasan et al., 
suggested a combined method of Convolution Neural Network 
and Principal Component Analysis for the diagnosis of DR 
with an accuracy of 98.44% [24]. Hemelings et al., suggested a 
method based on a deep learning approach to identify 
glaucoma in which the fundus image was cropped with radius 
as image size percentage, optic nerve head (ONH) centered 
with spacing of 10–60%. This model resulted in an AUC of 
0.94 [25]. Salam et al., developed an algorithm for glaucoma 
diagnosis based on combined structural and non-structural 
features. This method was evaluated with 100 patients' fundus 
images, which provided a 100% sensitivity and an 87% 
specificity [26]. Nataraj et al., suggested a machine learning 
based classification technique to identify glaucoma from 
fundus images. This method used a unique template approach 
for segmentation, the Gray Level Coherence Matrix approach 

for feature extraction, and wavelet transform for texture and 
structure-based features to improve the efficiency of the system 
[27]. Latif et al., proposed a model for detecting glaucoma that 
had two parts: one to find the optic discs and the other to use 
transfer learning to find glaucoma. This method provided 
95.75% accuracy, 94.75% sensitivity, and 94.90% specificity 
[28]. Xu et al., proposed a method based on the transfer 
induced attention network for glaucoma diagnosis that 
extracted the deep patterns related to disease with limited 
supervision. The model was evaluated on clinical datasets, 
which provided an accuracy of 85.7% [29]. A novel method 
was developed by Raja et al., to identify glaucoma at an earlier 
stage by using a deep learning approach for segmenting the 
optic cup and optic disc and an SVM classifier to predict the 
disease with 92% accuracy [30]. Hasan et al., suggested a 
convolution neural network to diagnose the cataract disease 
from the fundus image. This model predicted the cataract 
disease with an accuracy of 98.17% [31]. Azhar et al., 
employed CNN for extracting the features and Support Vector 
Machine (SVM) for the prediction of cataracts. The system 
model provided an accuracy of 95.65% [32]. Pratap et al., 
suggested a technique for automatic cataract detection by 
utilizing singular value decomposition as a feature extractor 
and SVM as a classifier. The accuracy of the method was 
97.78% [33]. Imran et al., developed a strategy for the 
identification of cataracts. The fundus images were 
preprocessed and then, by using the combination of Self 
Organizing Maps and Radial Basis Function (RBF) Neural 
Network, the model predicted the cataract with an accuracy of 
95.3% [34]. Behera et al., [35] used an RBF-based SVM 
Classifier to predict cataract diseases from fundus images. 

III. METHODOLOGY 

The proposed automated early detection of multiple eye 
diseases by means of hybrid adaptive mutation swarm 
optimization and regression neural network (AED-HSR) 
techniques has been used to improve the accuracy of eye 
disease diagnosis. The proposed system consists of two phases. 
In the first phase, AMSO is used to segment the blood vessels, 
optic distance, exudates, and hemorrhage from the extracted 
features of the preprocessed fundus image. In the second phase, 
an RNN classifier is utilized to identify multiple eye diseases, 
namely cataract, diabetic retinopathy, and glaucoma. The flow 
diagram for the proposed system model for multiple disease 
detection is shown in Fig. 1. 

 

Fig. 1. System Model of Proposed AED-HSR Technique. 
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A. Preprocessing 

The creation of a binary mask is the initial step in image 
preprocessing, which is used to recognize that the pixels 
belong to the Region of Interest. Creating a binary mask avoids 
unwanted processing of pixels outside the ROI, which will 
reduce the processing time of an image. Masking can be done 
by convoluting the red color channel with a Gaussian low pass 
filter. Then the image undergoes thresholding by using Otsu’s 
global thresholding [36]. The image is then converted to a 
grayscale image, which has better contrast than the other color 
channels, such as the red color channel and blue color channel. 
Since various eye diseases can be identified in the blood 
vessels of the fundus image, and the contrast between the blood 
vessels can be easily identified in the green channel of the 
color image. After the conversion of the grayscale image, the 
image is resized to standard form because of the wider size of 
the input image. The resized image is then denoised using a 
gray level morphological operation to remove the brightness 
strip located at the center of the blood vessels. 

B. Feature Extraction 

Feature extraction is a method of mapping the primary 
feature into a low dimensional feature space for better 
classification. Each feature should have a larger variance to 
distinguish the features from the image. To detect the diseased 
image, the features such as blood vessels, optic disc, 
hemorrhage, and retinal exudates should be extracted from the 
fundus image of the retina. Glaucoma can be identified by the 
variation in the optic cup, which is a portion of the optic disc. 
In order to accomplish the automatic diagnosis of glaucoma, 
the location of the optic disc, which contains more information 
for glaucoma detection, must be extracted from the fundus 
image [37]. Optic disc feature extraction can be done by the 
entropy method. Blood vessels are extracted by using Gabor 
filters [38]. 

1) Entropy: The average quantity of information owing to 

the variance of pixel values in an image is defined as entropy 

in image processing. The image entropy of a distinct 

brightness values can be calculated by “1” 

H(I)= ∑ P(Ik)log
2
(

1

P(Ik)

Bg

k=1
)              (1) 

where P(Ik) denotes the k brightness value distribution of 
image I and Bg represents the number of brightness levels in an 
image. 

Based on the values of entropy, texture analysis of an 
image can be done. Lower values of entropy result in the 
smoothening of texture, whereas higher values of entropy give 
texture with more details. In the proposed model, higher values 
of entropy in the fundus image are taken as the optic disc 
location as it has more details such as nerves and blood vessels. 

2) Gabor filters: Gabor filters are mostly used to enhance 

the blood vessels from the fundus image. The product of 

Gaussian envelope function and complex trigonometric 

function results in complex Gabor function. To enhance the 

blood vessels in the fundus image, real portion of the complex 

Gabor function is utilized and is given by “2” 

S(u,v,λ,φ,σ,τ)=exp((-u’2-u’2 τ2)/2σ2).cos(2𝞹u’/λ+φ)          (2) 

where s represents the two-dimensional Gabor kernel 
function with variables u and v and u’=ucosφ+vsinφ and v’ = -
usinφ+vcosφ. Scale (σ), Wavelength(λ), orientation(φ) and 
aspect ratio(τ) are the four parameters to control the shape. The 
Gabor kernel is rotated at an angle of 15 degree so that 12 
different kernels are obtained; it is convolved with the 
preprocessed image and it selects the utmost response for each 
pixel. Subsequently, the pixels having blood vessels are more 
prevailing than the other pixels. 

The statistical features, namely mean and standard 
deviation can be calculated using the following equations “3” 
and “4” 

μ= ∑ k p(k)
L-1

k=0                (3) 

σ2 = ∑ (k-μ)
2
 p(k)

L_1

k=0              (4) 

C. Proposed AED-HSR Technique using AMSO and RNN 

Algorithm 

In this section, AMSO is described in Section.4.1 and 
Regression neural network classifier to identify the diseased 
image is explained briefly in Section.4.2. 

1) Segmentation using AMSO algorithm: The features 

retrieved from the fundus image are segmented using the 

Adaptive Mutation Swarm Optimization (AMSO) technique. 

Basically, Swarm will be initiated by the Particle Swarm 

Optimization. The solution of each search space is determined 

based on the position and the velocity of the particle in the 

swarm. The position and the velocity of the particle are 

changed for each iteration and the global best position pg and 

personal best position pi are found out. To reach the ideal PSO 

state, a larger interference amplitude is needed in the early 

iteration phase to ensure better global search capabilities and a 

smaller interference amplitude is required in the late iteration 

phase to ensure convergence. 

a) Chase-Swarming Behavior: where 𝑥𝑖  represents the 

position of cockroach, step denotes a fixed value, ‘rand’ 

represents a random number lying between 0 and 1, 𝑝𝑖  is the 

personal best position, and 𝑝𝑔is the global best position. The 

personal best position of cockroach of size N is given by “5” 

and “6” 

Xi=xi + step.rand.(pi – xi), xi  pi            (5) 

Xi=xi + step.rand.(pg – xi), xi = pi            (6) 

where visual is a constant, 𝑗 = 1, 2, . . ., 𝑁, 𝑖 = 1, 2, . . ., 𝑁. 
The global best position of the cockroach is given by “7” and 
“8” 

pi = optj {xj xi – xj   Visual}            (7) 

pg =opt {xi}              (8) 

The inertial weight to chase swarming component of 
original AMSO is given by “9” and “10” 

Xi=.xi + step.rand.(pi – xi), xi  pi            (9) 
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Xi=.xi + step.rand.(pg – xi), xi = pi           (10) 

where 𝜔 is an inertial weight of the particle. 

b) Hunger Behavior: In this paper, an enhanced 

cockroach swarm optimization is prolonged with an extra 

feature called hunger behavior. For a particular period of time, 

when the cockroach is hungry, it migrates from its original 

position and searches for food source xfood with in the search 

space. Partial differential equation (PDE) migration technique 

is used for hunger behaviour modelling. Hunger behaviour 

impedes local optimization and increases population diversity. 

Kerckhove defines the PDE migration equation as 

p/t = -sp/x             (11) 

with initial population distribution 𝑝(0, 𝑥) = 𝑝0(𝑥). 

where the parameter s controls the migration speed. p 
represents population size, 𝑡 denotes the time, and 𝑥 represents 
the location or position. (𝑡, 𝑥) is the population size at time 𝑡 in 
location 𝑥 

Equation (9) can be expressed as 

p/t +sp/x = 0            (12) 

By integration, we have 

x-st=σ,  p= p(β),p= p(x-st) 

p[t,x]=po[x-st] 

Since displacement is the product of speed and time, in 
 𝑝0 (𝑥 − s𝑡), 𝑝0 (𝑥) is replaced by s𝑡. 

𝑝0  (𝑥 − s𝑡), satisfies PDE at any initial population 
distribution 𝑝0  (𝑥). Hunger behavior is defined as follows: If 
hunger is equal to threshold hunger t hunger, then the new 
position of cockroach is 

Xi = xi + (xi – st) + x food                (13) 

where 𝑥𝑖 denotes the position of the cockroach, (𝑥𝑖  − s𝑡) 
represents the migrated position of the cockroach from its 
current position, and hunger is a random number which lies in 
the range of 0 to 1. 

D. Classifying Feature Models using RNN 

The segmented portions of the fundus images are fed into 
the Regression Neural Network Classifier for the prediction of 
diseases in the form of a regression task. The architecture of 
the RNN is shown in Fig. 2. The segmented features are given 
as input to the RNN, which contains a fully connected layer 
and batch normalization with a Leaky Rectified Linear Unit 
(FC-BN-LReLU), pursued by a dropout layer with a dropping 
probability of 0.2 to avoid the overfitting problems, and two 
layers of FC-BN-LReLU, followed by a drop out layer. The 
following layer is a fully connected layer with LReLU, which 
does not contain batch normalization. The last layer is a fully 
connected layer without any activation function that will 
classify the type of disease. 

 

Fig. 2. Test Image Samples. 

IV. EXPERIMENTAL SET-UP AND RESULTS 

In the proposed AED-HSR, Cataract, glaucoma, DR and 
normal images are classified from the fundus images and the 
performance analysis is calculated based on distinct 
algorithms. The proposed method was implemented in the 
online datasets using MatlabR2022a. 

A. Dataset 

The proposed AED-HSR method was implemented on the 
dataset that comprised of 800 normal images, 800 cataract 
images, 800 diabetic retinopathy images, and 800 glaucoma 
images, taken from the Ocular Disease Intelligent Recognition 
(ODIR) database, which contains the ophthalmic database of 
5000 patients, including their ages, right and left eye fundus 
images, and the doctor’s diagnostic keywords. The images are 
collected by the Shanggong Medical Technology Co., Ltd. 
from numerous hospitals in China. 

B. Results 

In the experimental set-up, 30% of images are utilized for 
testing and 70% of images are utilized for training. The test 
image samples are shown in Fig. 2. A learning rate of 0.01 with 
a maximum of 39 epochs was used in the training phase of the 
proposed system. The proposed method utilizes 5 distinct 
features such as smoothness, statistics, color, intensity, and 
standard deviation to train the RNN. The training performance 
of the AED-HSR in terms of training, validation and test data 
is shown in Fig. 3. From the training progress of AED-HSR, 
the mean square error (MSE) drops rapidly in the first 10 
epochs and the best validation performance is 0.074662 at 
epoch 33. The training MSE gradually drops a bit and the 
stability is more in the final epochs. In the training model, 
more attributes are used to aid in prediction which may be 
useful to prevent overfitting. 
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The training state of the proposed AED-HSR shown in 
Fig. 4 will provide the gradient of 0.16819 at epoch 39 and the 
maximum mu value of 0.001 is reached at epoch 39 which 
controls the neurons weight updating process during training. 
By applying the test images as an input to the model, AED-
HSR classifies the image as a diseased image or normal image. 

A regression analysis was performed in order to determine 
the relationship between the network output and the 
corresponding targets. The Regression plot of the AED -HSR 
model is shown in Fig. 5 which shows a correlation between 
the two sets of data. It demonstrates that there is a good fit 
between the values that were predicted by AED-HSR and the 
actual measured data with higher values of R. The regression 
plot indicates that the outputs closely match the targets with an 
R-Value. The Confusion matrix for the four different models is 
shown in Fig. 6. From the values of Confusion Matrix (VCM), 
True Positive (TP), True Negative, False Positive and False 
Negative values are calculated in order to analyze the 
performance of the system model. Table I shows the prototype 
of VCM. Table II shows the characteristics of VCM. 

 

Fig. 3. Training Progress of the AED-HSR Model. 

 

Fig. 4. Training State of the Proposed AED-HSR Model. 

 

Fig. 5. Regression Plot of the Proposed AMSO-RNN Model. 

 

Fig. 6. Confusion Matrix of Four Different Methods. 

TABLE I. VCM PROTOTYPE 

PREDICTED 

A
C

T
U

A
L

 

 X Y Z R 

X LXX LXY LXZ LXR 

Y LYX LYY LYZ LYR 

Z LZX LZY LZZ LZR 

R LRX LRY LRZ LRR 
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TABLE II. CHARACTERISTICS OF VCM 

TRUE 

POSITIVE 

TPX= LXX 

TPY= LYY 

TPZ= LZZ 

TPR= LRR 

FALSE 

POSITIVE 

FPX=LYX+LZX+LRX 

FPY=LXY+LZY+LRY 

FPZ=LXZ+LYZ+LRZ 

FPR=LXR+LYR+LZR 

TRUE 

NEGATIVE 

TNX=LYZ+LYY+LZY+LYR+LZZ+LRY+LRZ+LYR+LRR 

TNY=LXX+LZZ+LXZ+LXR+LZX+LRR+LRX+LRZ+LZR 

TNZ=LRY+LRR+LXX+LXY+LXR+LYx+LYY+LYR+LRX 

TNR=LZY+LZZ+LXX+LXY+LXR+LYX+LYYY+LYZ+LZX 

FALSE 

NEGATIVE 

FNX = LXY+LXZ+LXR 

FNY = LYX+LYZ+LYR 

FNZ = LZX+LXY+LZR 

FNR = LRX+LRY+LRZ 

The proposed AED- HSR model detects the eye disease 
with an accuracy of 98.08%. DR detection from the proposed 
model is shown in Fig. 7. The classification of glaucoma using 
the proposed system model is shown in Fig. 8. Cataract image 
detection by utilizing the proposed AED-HSR model is shown 
in Fig. 9. 

 

Fig. 7. Detection of DR. 

 

Fig. 8. Detection of Glaucoma. 

 

Fig. 9. Detection of Cataract. 

C. Performance Analysis 

The proposed model performance can be analyzed in terms 
of accuracy, sensitivity, specificity, negative predictive value 
(NPV), positive predictive value (PPV), false negative rate 
(FNR), false positive rate (FPR), and false discovery rate 
(FDR) from VCM. Table III shows the parameters of the 
performance metrics. Sensitivity alludes to a test’s capacity to 
assign a diseased image as positive. Specificity characterizes 
the capacity of the test to assign the non-diseased image as 
negative. 

Accuracy is defined as the ratio of correctly predicted 
images to the total images. PPV refers to the probability that 
the individual has the disease when confined to those 
individuals who test positive. NPV measures the proportion of 
genuine negative expectations considering all negative 
forecasts. FNR is calculated by the ratio of false negative to 
total positive. The FDR measures the extent of the alerts that 
are irrelevant. Fig. 10 shows the performance metrics for each 
class of eye diseases based on RNN. 

Fig. 10 shows that RNN has 94.1% accuracy rate for 
identifying the normal eyes. The maximum specificity for 
glaucoma affected eye is 98.5%. F1 score for DR is 95.41%. 

TABLE III. PERFORMANCE METRICS PARAMETERS 

Parameters Formula 

Sensitivity Sen =TP / (TP +FN) 

Specificity Spec =TN / (TN +FP); 

Accuracy Acc = (TP+TN) / (TP+TN+FP+FN) 

False positive rate FPR = 1 – Spec 

False negative rate FNR =FN / (TP +FN) 

Positive predictive value PPV =TP / (TP +FP) 

Negative predictive value 
NPV = TN / (TN +FN) 

NPV = TN / (TN +FN) 

False discovery rate FDR = 1 - PPV 

F1_Score F1_Score = (2*TP) / ((2*TP) +FP+FN) 
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Fig. 10. Performance Metrics of each Class using RNN. 

Fig. 11 indicates the performance metrics for each class of 
eye diseases based on GA-RNN. Fig.11 shows that GA-RNN 
has 97.4% accuracy rate for identifying the normal eyes. The 
maximum specificity for cataract affected eye is 99.04%. F1 
score for Normal eye is 97.99%. 

Fig. 12 indicates the performance metrics for each class of 
eye diseases based on PSO-RNN. Fig.13 shows that PSO-RNN 
has 97.7% accuracy rate for identifying the normal eyes. The 
maximum specificity for Normal eye is 98.87%. F1 score for 
Normal eye is 98.30%. 

 

Fig. 11. Performance Metrics of each Class using GA- RNN. 

 

Fig. 12. Performance Metrics of each Class using PSO-RNN. 

Fig. 13 indicates the performance metrics for each class of 
eye diseases based on the proposed AMSO-RNN. Fig. 13 
shows that AMSO-RNN has 98.5 % accuracy rate for 
identifying the normal eyes. The maximum specificity of 
Glaucoma diseased eye is 99.5% F1 score for Normal eye is 
98.83%. 

Overall, the system automatically detects the eye disease 
with 98.08 % accuracy, 99.34% specificity, 98.03% sensitivity, 
98.03% PPV, 99.34% NPV, 0.62% FPR, 1.93% FNR, 98.67% 
F1 Score and 1.96% FDR. 

 

Fig. 13. Performance Metrics of each Class using AMSO-RNN. 
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The performance Matrix of AMSO-RNN is compared with 
that of the other strategies, namely RNN-PSO, RNN-GA, and 
RNN, as shown in the Fig. 14. From the comparison measures 
of four different methods, the proposed method has an 
improvement of 2.23% in accuracy, 2.18% in sensitivity, 
0.71% in specificity, 2.19% increase in PPV, 1.45% increase in 
F1 Score, 53.38% decrease in FPR, 51.99% decrease in FNR, 
0.72% increase in NPV and 54.2% decrease in FDR when 
compared with RNN-PSO. Also, the proposed AMSO-RNN 
provides an improvement of 3.16 % in accuracy, 3.14% in 
sensitivity, 1.01% in specificity, 3.08 % increase in PPV, 
2.09% increase in F1 Score, 61.73% decrease in FPR, 60.61% 
decrease in FNR,1.01% increase in NPV and 58.69% decrease 
in FDR when compared with  RNN-GA and an improvement 
of 5.75% in accuracy, 5.72% in sensitivity, 1.88% in 
specificity, 5.68% increase in PPV, 3.79% increase in F1 
Score, 74.05% decrease in FPR, 73.27% decrease in FNR, 
1.83% increase in NPV and 70.61% decrease in FDR when 
compared with RNN. 

D. Comparison of Proposed Method with Previous Studies 

This subsection details the performance analysis 
comparison of the proposed method with other state of art 
methods. Table IV shows the performance comparison of the 
proposed method with previous strategies. 

 

Fig. 14. Overall Performance Metrics. 

TABLE IV. COMPARISON OF PROPOSED METHOD WITH PREVIOUS STUDIES 

Autho

r 
Task Method 

Accura

cy (%) 

Sensitivi

ty (%) 

Specifici

ty (%) 

F-1 

Scor

e 

(%) 

Oh et 

al. [20] 
DR 

ETDRS&

SF 
83.38 80.6 83.41 - 

Latif et 

al. [28] 

Glauco

ma 

ODG-

NET 
95.75 94.90 94.75 - 

AZhar 

et al. 
[32] 

Cataract 
CNN -

SVM 
95.6 - - - 

Tayal 
et al 

[39] 

DME, 

Drusen, 
Choroid

al, 

Normal 

DL-CNN 96.5 - 98.6 - 

Propos

ed 

method 

Glauco
ma DR, 

Cataract

,  
Normal 

AMSO-
RNN 

98.08 98.03 99.34 
98.6
7 

V. CONCLUSION 

From retinal fundus images, the proposed AED-HSR 
technique automatically detects the types of different eye 
diseases such as DR, glaucoma, and cataract from the retinal 
fundus images. In this approach, the input images are 
preprocessed by masking, thresholding, and resizing. The 
resized image is denoised by using gray level morphological 
transformation. The preprocessed image is then subjected to 
feature extraction in order to retrieve the image's statistical 
features. The collected features are then segmented using 
AMSO and given to the RNN Classifier. The proposed 
algorithm has been tested on an ODIR database from the 
Kaggle datasets. The proposed system predicts the type of the 
disease with 98.08% accuracy, 99.34% specificity, 98.03% 
sensitivity, 98.03% PPV, 99.34% NPV, 0.62% FPR, 1.93% 
FNR, 98.67% F1 Score and 1.96% FDR. The proposed 
methods provide better results in contrast with the other 
techniques such as RNN-PSO, RNN-GA, and RNN. The 
model that has been proposed provides better performance 
metrics when compared with the other networks in terms of 
accuracy, specificity, sensitivity, PPV, NPV, FPR, FNR, FNR, 
F1Score and FDR. The outcome of this study points to the 
enhancement of the suggested network architecture as work 
that should be done in order to achieve future improvements in 
terms of performance. 
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