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Abstract—Pneumonia is a type of acute respiratory infection 

caused by microbes, and viruses that affect the lungs. Pneumonia 

is the leading cause of infant mortality in the world, accounting 

for 81% of deaths in children under five years of age. There are 

approximately 1.2 million cases of pneumonia in children under 

five years of age and 180 000 died in 2016. Early detection of 

pneumonia can help reduce mortality rates. Therefore, this paper 

presents four convolutional neural network (CNN) models to 

detect pneumonia from chest X-ray images. CNNs were trained 

to classify X-ray images into two types: normal and pneumonia, 

using several convolutional layers. The four models used in this 

work are pre-trained: VGG16, VGG19, ResNet50, and 

InceptionV3. The measures that were used for the evaluation of 

the results are Accuracy, recall, and F1-Score. The models were 

trained and validated with the dataset. The results showed that 

the Inceptionv3 model achieved the best performance with 72.9% 

accuracy, recall 93.7%, and F1-Score 82%. This indicates that 

CNN models are suitable for detecting pneumonia with high 

accuracy. 

Keywords—Neural networks; transfer learning; pneumonia; 
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I. INTRODUCTION 

Pneumonia is a type of acute respiratory infection caused 
by bacteria, viruses, or fungi that affects the lungs. Pneumonia 
is the leading cause of child mortality worldwide, with 
pneumonia killing an estimated 920136 children under five 
years of age in 2015, accounting for 15% of all deaths in 
children under five years of age worldwide [1]. Pneumonia is 
more prevalent in underdeveloped countries, where the lack of 
basic conditions is notorious, pollution worsens the situation 
and, at the same time, medical resources are increasingly 
scarce [2]. Therefore, early diagnosis and treatment play a very 
important role in preventing the disease from becoming fatal. 
Chest radiographs (X-rays) are most often used for the 
diagnosis of pneumonia. However, X-rays are prone to 
subjective variability [3][4]. Therefore, this paper presents four 
CNN models to detect pneumonia from chest X-ray images, 
which can be used by medical centers to detect pneumonia in 
their patients. The four deep CNN models were trained to 
classify the X-ray images into two types: normal and 
pneumonia. 

The CNN-based transfer learning (TL) models used for this 
research work are: VGG16, VGG19, ResNet50, and 
Inceptionv3, these models have been trained with the ImageNet 
database, a database with millions of images, and have 
obtained very satisfactory results, considered as successful. 
However, for this work, we used the Kaggle dataset, which is a 
less extensive dataset, basically due to computational 
resources. The four classification models were developed using 
CNNs for the purpose of detecting pneumonia from chest X-
ray images. It is important to note that none of the four models 
used in this work have the same number of convolutional 
layers, so there is no direct relationship with the accuracy of 
the model [5]. Therefore, each of the models delivers different 
results with respect to accuracy.  Each of the models follows its 
training architecture. To obtain the best accuracy in each 
model, at first, it is trained with a certain amount of 
convolutional combinations, dense layers, dropout, and other 
optimizers evaluating each model after each iteration, later, the 
complexity was increased to obtain a better model accuracy. 
The aim of this work is to classify and detect pneumonia from 
chest X-ray images, using CNNs with TL. If the model 
manages to achieve high accuracy, but with low recall values, 
it is considered an unreliable, ineffective, or even unsafe 
performance, since high false negative values represent a 
higher number of cases where the model predicts an output as 
normal, but in reality, the output is not normal. Therefore, to 
avoid this, we consider only the models with the highest recall 
and accuracy values [6] [7]. This is why, in the case of medical 
image processing, retrieval is preferred over other performance 
evaluation parameters. 

This paper is organized as follows: Section 1 provides an 
introduction to the subject, addressing the problems, 
importance, purpose, and objective for undertaking this work. 
Section 2 explores the main works related so far. Section 3 
describes the work methodology, the architectures of the 
models to be trained, the process diagram, and the data set to 
be trained. Section 4 presents the results obtained by the four 
CNN models and discusses the results. Finally, Section 5 
provides the conclusions of the work. 
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II. RELATED WORK 

Academic researchers and scientists in the medical sciences 
have published research papers addressing the problem of 
pneumonia detection with neural networks. 

The authors in [5] presented a CNN model to detect 
pneumonia with high accuracy from chest images. The 
experiment worked with chest X-ray images, achieving an 
accuracy of 89.67%. Similarly, in [8][9] they developed work 
to automatically detect bacterial pneumonia, through the TL, 
for which they used 5247 chest X-ray images. Classifying in 
three groups: normal, bacterial, and viral pneumonia, obtaining 
results in classification accuracy of 98%, 95%, and 93%, 
respectively. Similarly, in [10] they developed four models: 
CNN, VGG16, VGG19, and InceptionV3, where they used TL 
techniques with CNN. They used 9992 normal chest 
radiographs and 2972 pneumonia. The results were tested with 
854 pneumonia and 849 normal chest images, obtaining an 
accuracy higher than 97% in all four models. As well as, in 
[11] applied an automated TL approach with CNN using four 
pre-trained models (VGG19, DenseNet121, Xception, and 
ResNet50, to identify pneumonia. the performance of the four 
models provided an accuracy higher than 83.0%.  Also, in [12] 
they trained different CNNs to classify X-ray images into two 
types, normal and pneumonia. As well as, in [13] they 
proposed a learning framework combining residual thinking 
and convolution to diagnose childhood pneumonia. 

CNNs have the function of automatically extracting 
features. Currently, it is the area of choice for disease diagnosis 
related to radiographic image analysis, the purpose of which is 
to aid in the early detection of symptoms and risk factors of the 
Covid-19 virus. Also, [14] explored the effectiveness of AI to 
quickly and accurately identify COVID-19 from a set of 
images with different deep learning (DL) models and adjust 
them to achieve better detection accuracy of the best 
algorithms. Also, in [15] they evaluated the performance of 
CNN architectures for X-ray image classification, concluding 
that the procedure called TL produces the best results for the 
detection of various anomalies. Similarly, in [16] they 
proposed a DL technique based on object detection, CNN, and 
TL, combined with the pre-trained VGG19 model.  For this, 
they used 1583 healthy samples and 5273 with pneumonia. The 
proposed model achieved an accuracy of over 99%. 

III. METHODOLOGY 

Convolution is the main element in the construction of a 
CNN. The convolution is composed of several layers of 
convolutional filters, to which activation functions and 
optimizers are added to achieve a better result. The work 
involves a series of steps, starting with the import of the dataset 
from Kaggle, and then the processing of the dataset is 
performed. Next, the dataset was trained with the following 
models: VGG16, VGG19, ResNet50, and Inception-v3 for 
classification. A total of 5216 chest X-ray images with 
Pneumonia were used for training and 624 for validation. The 
following sections describe the above steps in more detail. The 
phases of this work are shown in Fig. 1. 

 

Fig. 1. Diagram of the Process that Follows the Work. 

 Dataset Processing 

For preprocessing, a total of 5840 images were used, 
divided into 5216 chest X-ray images for training and 624 for 
experimental validation. At this stage, we assigned the 
parameters and standardized the channel numbers, image 
dimensions, Bach size, validation size, regulation, and early 
stopping techniques, and applied the data for training and 
validation as shown in Fig. 2. 

 Training with the Models 

The images are classified into two types: normal and 
pneumonia, as shown in Fig. 3. In addition, fine-tuning is 
applied to match the outputs to the classes according to the 
problem. This consists of four densely connected layers; the 
first and second are assigned 4096 neurons respectively, the 
third is reduced to 1000 neurons, and finally, two neurons are 
used for the output, one for each class. Then the function to 
generate the model is applied, and with that, the training is 
started by defining the number of epochs, the batch size, the 
number of images to train, the number of test images, and the 
validation steps. 

 

Fig. 2. Training and Test Code. 
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Fig. 3. Chest X-Ray Images Include Two Types of Images: Normal and with 

Pneumonia. 

A. CNN Architecture 

CNN is a type of multilayer artificial neural network. As 
shown in Fig. 4, it is composed of four convolutional layers 
and among other reduction layers, these are assigned 
alternately, and at the end, total connection layers are added, 
similar to a multilayer perceptron network. In the following, 
each of the layers is discussed. 

 

Fig. 4. CNN Architecture. 

B. Convolutional Layer 

The convolutional layer is in charge of processing the 
output of the neurons that are connected in the local input 
areas, calculating the product to be scaled between their 
weights. One of the functions of this layer is to reduce the 
dimensions of the images, facilitating their processing. 
However, this leads to the loss of some information, but the 
integral part of the image features is preserved since it is 
retained by the detector [17]. Also, in this layer filters, and 
attribute detectors were applied to the input matrix. Then a 
clustering process is applied to obtain our first convolutional 
layer. 

C. Activation Functions 

The activation function (AF) is the one that returns an 
output that is generated by the neuron given an input. Each of 
the layers that make up a neural network has an AF that allows 
prediction. The AF is divided into two types: linear and 
nonlinear. The linear function allows the input data to be equal 
to the output data, it is also applied when linear regression is 
required as output. Meanwhile, the nonlinear function is 
applied when you want to classify or when you have 
categorical outputs. 

D. Pooling Layer 

This layer is applied between the two convolution layers, as 
input, it receives the feature map formed at the output of the 
convolution layer; its main function is to reduce the size of the 

images while preserving their most resolving features [18]. 
Finally, in the output of each Pooling layer, the same number 
of features is obtained as in the output, but considerably 
compressed [16]. 

The most commonly used clustering techniques with the 
different models are Max Pooling and Average Pooling. Also, 
max Pooling is used to create a feature map with reduced 
sampling. Average Pooling is used to calculate the average 
value of the filter size. The application of these two pooling 
techniques provides the ability to learn invariant features and 
also acts as a regularizer to reduce the overfitting problem. In 
addition, they significantly reduce the computational cost and 
training time of the networks, which are important criteria to 
consider. 

E. Fully Connected Layer 

This layer allows the feature maps generated from the 
neural network to be processed in a very facial way. Next, the 
image to be trained (input) passes through the convolution and 
clustering layer then enters the fully connected (FC) layer. In 
this way, the input image continues forward by calculating the 
weights. An FC neural network is composed of a set of FC 
layers and, connects to each neuron in a layer. The FC layer 
also functions as a classifier in the CNN. This layer has a 
behavior similar to a traditional network. For this case study, 
the FC layer is implemented through a convolutional operation. 
The FC layer is FC to the previous layer and, the convolution 
layer is used to replace the FC layer. Usually, a 1x1 
convolution kernel is used. This type of CNN does not include 
an FC layer; thus, it can be converted into a full convolution of 
a neural network [19].  In Fig. 2, the first two layers are used to 
manage the features, while the last two layers are FC, and are 
used for classification. 

F. Reducing Overfitting 

The dropout technique was applied to reduce the overfitting 
in the VGG16, VGG19, and RestNet50 models. Dropout is a 
regulation technique based on the elimination of neurons in the 
neural network layers that are applied based on the probability 
given by the distribution [20]. The main objective of this 
technique is to mitigate the possible occurrence of phenomena 
known as overfitting. This phenomenon is very characteristic 
of neural networks and occurs in most training. There are 
multiple ways to reduce overfitting. Increasing the volume of 
data is one way to reduce overfitting, however, this leads to an 
increase in computational resources and training time. 

G. Transfer Learning 

With new advances in CNNs, the margins of error in image 
classification have been reduced. Models such as ResNet and 
DenseNet were developed to improve image classification, 
achieving exceptional performance in large-scale visual 
recognition. In recent years, TL has been used very 
successfully in different fields, such as manufacturing 
processes, medicine, and baggage screening, among others 
[21][8]. This has allowed eliminating the requirement of large 
amounts of data for training, it also allows reducing the 
training time, hence less computational resources. Fig. 5 shows 
the model from large volumes of data, and how it can be used 
for smaller data. 
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Fig. 5. Transfer Learning Behavior. 

H. Model Architecture 

Four models were trained with the normal and pneumonia 
images used in this work. The following is a detailed 
description of the models presented in this work. 

1) VGG16: VGG16 is a CNN model that achieved 92.7% 

accuracy among the top five in the ImageNet dataset 

containing more than 14 million images divided into 1000 

categories [22]. The main reasons for using this model are 

a) its architecture is easy to understand as well as its 

implementation; b) it contains relatively few convolutional 

layers: 13 convolutional and 3 dense layers; c) it has been 

trained with the ImageNet database. 

This model starts with an input image of dimensions 
(224,224,3), as shown in Fig. 6. The first two layers are 
composed of 64 channels with a filter size of (3,3), then, after a 
layer (2,2), there are two convolutional layers with 256 
channels and with a filter size of (3,3). After that, there are two 
sets of three convolution layers and a maximum group layer, 
with 512 channels and filter size (3,3). And so on, successively, 
until the dense layers are reached. 

 

Fig. 6. Architecture of VGG16. 

2) VGG19: The VGG19 model is very similar to VGG16, 

they follow the same logic, with the difference that VGG19 

has a greater number of layers, but the objective of both 

models is common: to filter the image keeping only the 

discriminant information. The VGG19 model has five blocks 

as shown in Table I. The first two contain two convolutional 

layers with filter sizes of 64 and 128; the middle block 

contains four convolutional layers with a filter size of 256, and 

the last two contain two convolutional layers with a filter size 

of 512 each [23]. 

This model, in its first phase, freezes the entire network, 
except for the fully connected layer. In a very similar way, as 
in the VGG16 model, the same connected layer has been used 
in the VGG19 model. Then, in the second layer, the last four 
convolutional layers are unfrozen to learn new features. The 
architecture of the model is shown in Table I. 

TABLE I. VGG19 MODEL ARCHITECTURE 

Type N° Filters / Parameters 

2 Conv2D 64 64 

Max Pool N/A 

2 Conv2D 128 128 

Max Pool N/A 

4 Conv2D 256 256 256 256 

Max Pool N/A 

4 Conv2D 512 512 512 512 

Max Pool N/A 

4 Conv2D 512 512 512 512 

Max Pool N/A 

3 layers Fully-

Connect 
4096 4096 1000  

Softmax N 

3) ResNet50: ResNet is classified in the residual networks 

category. It was developed by Microsoft Research and 

managed to win first place in the IRSVRC 2015 competition, 

obtaining a 3.57% margin of error in the top five [12]. It is 

mainly used for image classification. In this type of network, 

instead of waiting for the layers to conform to the desired 

mapping, it is left to conform to a residual mapping. Residual 

learning is adopted for every certain number of stacked layers. 

Formally, a building block described in equation 1.1 is 

considered. 

𝑦 = 𝐹(𝑥, 𝑤ⅈ) + 𝑥           (1.1) 

Where x is the input y, y is the output of the considered 
layer group, and F (X, Wi) represents the residual mapping to 
be learned. There are two types of blocks for residual networks 
[24]. The building block is composed of two convolutional 
layers with a 3x3 size filter; and the bottleneck building block 
is composed of three convolutional layers, the first and third 
layers with 1x1 filters, the second with a 3x3 filter as can be 
seen in Fig. 7. 

 

Fig. 7. Representation of the Building Block and the Bottleneck Building 

Block. 
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4) Inception-v3: Inception -v3, is a deep CNN with 42 

layers, developed by Google, has a high image classification 

performance, and is integrated by: convolution layers, avg 

Pool, MaxPool, Concat, DropOut, Fully Connected and 

softmax, as shown in Fig. 8. The network has multiple 

versions from Inception -v1, Inception -v2 and Inception -v4, 

each version has been presenting significant improvements for 

a better adaptation of the model [25]. This version is much 

more complex to train; it takes more time, even days. 

However, this problem is solved with TL [26], since the last 

layer of the model is preserved for the new classes and, the 

Inception-v3 model is undone by removing the last layer 

through the TL technique. 

 

Fig. 8. Architecture of Inception-v3. 
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IV. RESULTS AND DISCUSSIONS 

This section presents the results of the four models trained 
and validated with a dataset of 5840 chest X-ray images with 
pneumonia and, is organized as follows: 5216 chest X-ray 
images for training and 624 images for model validation. The 
same processing technique, the same amount of data, and the 
same number of partitions were used for all four models. With 
the predicted values, the confusion matrix was constructed for 
all models, where the predictions are synthesized and 
compared with the real values. For example, Fig. 9 shows the 
confusion matrix of the VGG19 model, where the true 
positives (correct positive predictions), true negatives (correct 
negative predictions), false positives (incorrect positive 
prediction), and false negatives (incorrect negative prediction) 
can be observed. 

Similarly, to measure the performance of each of the 
models, the Accuracy function was used to evaluate the overall 
correct predictions (true positives and true negatives) among 
the total predictions (true positives, false positives, true 
negatives and false negatives). Loss, this function calculates 
the incorrectly classified predictions (false positives and false 
negatives), among the total predictions (true positives, false 
positives, true negatives, and false negatives). This gives us a 
clearer picture of how well the model is performing. Recall 
allows us to determine how many of the predicted positives 
were found to be correct. 

The recall or sensitivity to measure the quality of a machine 
learning model is extremely important in classification tasks. 
Recall, which is responsible for calculating the percentage of 
hits, is also known as sensitivity. F1-Score allows the 
combining of both Accuracy and Recall into a single weighted 
measure. If the F1-Score is high, this means that false positives 
and false negatives are low. 

 

Fig. 9. Confusion Matrix of the VGG19 Model. 

Graphs were also constructed to evaluate the performance 
of each of the models as the epochs developed. As shown in 
Fig. 10, 11, 12, and 13, the performance of the models 
presented in this work is analyzed below. 

Fig. 10, 11, 12, and 13 show a comparison between 
Accuracy and loss, i.e. the error with training and validation 
data. The error with the training data is much smaller as we 
increase the number of epochs. In contrast, in the validation 
data, Loss differs a lot from its real value as the number of 
epochs increases, thus it is very unstable. Regarding the 
accuracy, the blue line indicates that the accuracy percentage of 
the model is very close to one as the number of epochs 
increases, unlike the accuracy in the validation data, where it is 
very high for some cases. 

 

Fig. 10. Accuracy and Data Loss of the VGG16 Model. 

 

Fig. 11. Accuracy and Data Loss of the VGG19 Model. 

 

Fig. 12. Accuracy and Data Loss of the ResNet50 Model. 

 

Fig. 13. Accuracy and Loss of Data from Inception-v3. 
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In the evaluation of the results, the two types of patients 
were taken into account: normal patients and patients with 
pneumonia. The confusion matrix in Table II shows the error 
generated by each model. This helps us to know the 
performance of each model in the classification of the 
validation images. Table II shows the confusion matrix of the 
four CNN models. 

TABLE II. CONFUSION MATRIX OF THE MODELS UNDER STUDY 

Model Predicted  

VGG19 
71 194 

40 319 

VGG19 
73 189 

41 321 

ResNet50 
63 178 

18 365 

Inception-v3 
86 144 

25 369 

Concerning the performance values for each model, the 
recall and F1-Score are calculated based on the above-
described con suffusion matrices. A comparison of the training 
and data validation results for each model is presented below. 

With the results in Tables III and IV, it is resolved that the 
VGG16 model in training managed to obtain an accuracy of 
62.5% and a loss of 41%, respectively. Similarly, for the 
VGG19 model, the level of accuracy in training shows a slight 
improvement, reaching 63.1% and a 41% loss in validation. 
With the ResNet50 model, the training accuracy shows a 
significant improvement, reaching 68.6% accuracy, and a 37% 
loss in validation. Finally, the InceptionV3 model evidences a 
better performance, achieving 72.9% accuracy in training and a 
23% loss in validation. Therefore, it can be concluded that the 
InceptionV3 model has outperformed the VGG16, VGG19, 
and ResNet50 models, given that it has achieved the best 
values in each performance measure, both in accuracy and F1-
score, demonstrating that it is a coherent and effective model 
obtaining a score of over 93% in the recall, although ResNet50 
also obtained an excellent recall score of 95.3%. Inceptionv3 is 
superior in accuracy with 72.9% and F1-Score with 82%. 
Models VGG16, VGG19, and ResNet50 did not achieve the 
best score, as can be seen in Fig. 10, 11, and 12, which show 
the accuracy and loss value of each model. 

TABLE III. VALUES OF MODEL PERFORMANCE MEASURES 

Model Accuracy Recall F1 

VGG16 62.5% 88.9% 73.4% 

VGG19 63.1% 88.7% 73.8% 

ResNet50 68.6% 95.3% 79.8% 

InceptionV3 72.9% 93.7% 82% 

TABLE IV. PRECISION AND LOSS VALUES FOR EACH MODEL 

 Training Validation 

Model Accuracy loss Accuracy Loss 

VGG16 70% 31% 62.5% 41% 

VGG19 72% 32% 63.1% 39% 

ResNet50 69% 36% 68.6% 37% 

InceptionV3 83% 24% 72.9% 23% 

In the TL models, the confusion matrices represent the 
margin of error in the classifier models. The results obtained 
from the training and validation data are shown in Table IV. 
Note that models VGG16, VGG19, and ResNet50 show 
relatively high overfitting concerning InceptionV3 because the 
difference between the accuracy obtained in the training and 
the accuracy obtained with the validation data is very 
noticeable. These three models have high losses and their 
accuracy is also low, therefore, these three models have poor 
performance, and little efficiency could be improved or trained 
with more data volume. In general, the VGG19 model 
performs better than the VGG16 model; the ResNet50 model 
outperforms the VGG16 and VGG19 models in all metrics 
(accuracy, recall, and F1-score), respectively. The accuracy 
obtained in the training and the loss value can be seen in 
Fig. 10, 11, and 12, where the variations of the accuracies are 
shown according to the number of epochs that are increased. 
The models used in this work correspond to deep CNNs, each 
model with a certain number of layers. Their accuracy can 
improve with a higher volume of data for training. 

V. CONCLUSION 

This paper presents four high-performance CNN models 
for application in real medical cases. All four models have high 
training accuracy rates. Recall is an important factor in 
measuring performance since it is important to reduce the 
number of false negatives in the image processing to be 
trained.  While the ResNet50 model achieved the best recall of 
95.3%, the Inceptionv3 model also achieved a recall of 93.7%, 
and the two models with the best F1-Score of 79.8% and 82% 
respectively. 

The Inceptionv3 model is the best performing model in 
terms of accuracy and F1 score; therefore, it is the model that 
achieved the highest training efficiency. This model can be 
used by clinicians to detect pneumonia early in both children 
and adults. This model can be taken to an automated process to 
process a large number of X-ray images automatically and 
provide accurate diagnostic results, helping healthcare facilities 
to provide better patient services and thus reduce the mortality 
rate from this disease. 

For future work, they seek to improve the accuracy of the 
models with new tuning parameters and optimizers. In [27] 
they presented a model based on Xception for the detection of 
breast cancer in real-time. The InceptionV3 model, which is 
the best performing model in this work, can be extended to 
classify other diseases as [27] has done with good results. The 
performance of the models can be improved with a larger 
amount of data. 
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