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Abstract—Drones have been quickly developing for civilian
applications in recent years. Because of the nonlinearity of
the mathematical drone model, and the importance of precise
navigation to avoid possible dangers, it is necessary to establish
an algorithm to localize the drone simultaneously and maneuver
it to the desired destination. This paper presents a visual-
based multi-stage error tolerance navigation algorithm of an
autonomous drone by a tag-based fiducial marker detection in
finding its target. Dynamic and kinematic models of the drone
were developed by Newton-Euler. The position and orientation
of the drone, related to the tag, are determined by AprilTag,
which is used as feedback in a closed-loop control system with
an Adjustable Proportional-Integral-Derivative (APID) controller.
Parameters of the controller are tuned based on steady-State
error, which is defined as the distance of the drone from
the desired point. The sequence of path trajectory, that drone
follows to reach the desired point, is defined as a navigation
algorithm. A model of the drone was simulated in a virtual
outdoor to mimic hovering in complex obstacles environment. The
results present satisfactory performance of the navigation system
programmed by the APID controller in comparison with the
conventional Proportional-Integral-Derivative (PID) controller. It
can be ascertained that the proposed navigation system based
on a tag marker in the closed-loop control system is applicable
to maneuvering the drone autonomously and useful for various
industrial tasks in indoor/outdoor environments.

Keywords—Proportional-Integral-Derivative (PID) controller;
AprilTag detection system; autonomous navigation; fiducial marker
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I. INTRODUCTION

The drone has the advantage of reaching high locations
and extreme environments that are difficult to be accessed
by humans and other ground vehicles [1], [2], [3]. Since its
deployment to industrial applications, drones have attracted
a lot of attention in various industries [4], [5], [6]. For
instance, Huang et al. [7] presented for scene detection by
high-resolution imagery adopted through autonomous drone
navigation using landmark detection and recognition

The drone can be navigated autonomously or by a human
pilot. There are several works about developing the navigation
algorithm for the drone[8], [9], [10], [11]. Hodge et al.
[12] presented a generic navigation algorithm that utilizes
onboard sensors’ data of the drone to navigate the drone to
the target. Miranda et al. [13] developed a navigation system
for autonomous drones that generates a path between a start
and a final point and controls the drone to follow this path.

Tang et al. [14] studied an algorithm based on a multi-sensor
system including multiple cameras and a 2-D laser scanner
using the AprilTag target for drone application. Malyuta et al.
[15] presented an autonomous drone for precision agriculture
applications by employing the drone, flying through the farm-
land, for long-term monitoring missions without any human
supervision by using AprilTag for localization. Lee et al. [16]
established drone navigation by mapping the definitions of
vehicular autonomy levels to specific drone tasks in order to
create a clear definition of autonomy when applied to drones.

From literature [12], [13], [14], [15], [16], there are various
types of strategies to increase the performance of navigation
of the drone. Developing a simpler navigation strategy with
more efficient performance has attracted much attention from
researchers. The contributions of this paper are given as
follows:

• The kinematics and dynamics of the drone are deter-
mined.

• The visual-based navigation and Adjustable
Proportional-Integral-Derivative (APID), in which the
actual position of the drone is captured by Fiducial
Marker Detection, are investigated.

This paper is organized as follows: dynamic models of a
drone are expressed in Section II. Section III addresses the
development of APID and visual-based navigation. Section
IV represents the performance and result of the proposed
APID and navigation strategy in real-time navigation of a
drone model in the virtual environment interacting with Robot
Operating System (ROS). The conclusion is mentioned in
Section V.

II. DYNAMICS OF DRONE

The mathematical model of the drone is presented as
follows [17]:

η̇ = ην (1)

where the vector η represents position and orientation in
the earth or inertial frame shown in Fig. 1 as follows:
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Fig. 1. Drone Model Coordinate Systems.

η = |x y z ϕ θ ψ|T (2)

And the equation of motion for the drone can be represents
as,

MRB ν̇ + CRB(ν)ν = τ (3)

where MRB is the rigid-body inertia matrix, CRB(ν)
represents the centripetal and Coriolis terms and τ is the
generalized forces and torques, all of which are expressed in
the body-fixed frame.

And vector ν represents the linear velocities and angular
velocities of the drone in the body-fixed frame as follows:

ν =

∣∣∣∣V BωB
∣∣∣∣ = |u v w p q r|T (4)

where V B is the linear velocities in the body (B) frame
and ωB is the angular velocities in the body frame respectively.
In 3 dimension rigid body dynamics, the two reference frames
are linked by the linear and angular velocities as,

ν = R(η)V B (5)

ω = T (η)ωB (6)

In general, ȷ(η is the transformation matrix of the orienta-
tion and position of the body frame with respect to the inertial
frame of the drone can be shown as [18],

ȷ(η) =

∣∣∣∣R(η) 03X3

03X3 T (η)

∣∣∣∣ (7)

The transformation matrix that indicates the relation be-
tween angular velocities in the body frame and angular veloc-
ities in the inertial frame is represented as follows,

T (η) =

∣∣∣∣∣1 sϕtθ cϕtθ
0 cϕ −sϕ
0 sϕ/cθ cϕ/cθ

∣∣∣∣∣ (8)

The transformation matrix ȷ(η) with the rotation matrix
R(η) which describes the relationship between the linear
velocities in the body-fixed frame and the linear velocities in
the inertial frame is shown as,

R(η) = REB(ψ)R
E
B(θ)R

E
B(ϕ) (9)

R(η) =

∣∣∣∣∣cψcθ −sψcϕ + cψsθsϕ sψsϕ + cψcϕsθ
sψcθ cψcϕ + sψsθsϕ −cψsϕ + sψcϕsθ
−sθ cθsϕ cθcϕ

∣∣∣∣∣ (10)

Since the vector of linear and angular velocities η̇ in earth
frame can be expressed as,

η̇ =

∣∣∣∣∣∣∣∣∣∣∣

ẋ
ẏ
ż

ϕ̇

θ̇

ψ̇

∣∣∣∣∣∣∣∣∣∣∣
(11)

The kinematics relation between the linear and angular
velocities of the body-fixed frame related to the inertial frame
is described by

η̇ =∣∣∣∣∣∣∣∣∣∣∣∣

u(sψcθ) + v(sψsθsϕ + cψcθ) + w(cψsθcϕ + sψsϕ)
u(cψcθ) + v(cψsθsϕ − sψcθ) + w(sψsθcϕ − cψsϕ)

u(−sθ) + v(cθsϕ) + w(cθcϕ)
p+ q(sψtθ) + r(cψtθ)

q(cψ)− r(sψ)

q
(
sψ
cθ

)
+ r

(
cψ
cθ

)

∣∣∣∣∣∣∣∣∣∣∣∣
(12)

By assuming that the center of mass is fixed at the center
of the origin of the body frame and the body has rotational
symmetry around the center of mass, the resulting rigid-body
inertia matrix MRB is presented as,

MRB =

∣∣∣∣mI3X3 03X3

03X3 I

∣∣∣∣
=

∣∣∣∣∣∣∣∣∣∣∣

m 0 0 0 0 0
0 m 0 0 0 0
0 0 m 0 0 0
0 0 0 Ixx 0 0
0 0 0 0 Iyy 0
0 0 0 0 0 Izz

∣∣∣∣∣∣∣∣∣∣∣
(13)

where m is the total mass of the drone and Ixx, Iyy and
Izz are the moments of inertia [19]. By using Newton-Euler
equation, the drone rigid body are affected by external forces
FB and torques τB as,

∣∣∣∣mI3X3 03X3

03X3 I

∣∣∣∣ ∣∣∣∣V̇ Bω̇B
∣∣∣∣+ ∣∣∣∣ωB ×mV B

ωB × IωB

∣∣∣∣ =

∣∣∣∣FBτB
∣∣∣∣ (14)

Expanding the equation above, we obtain,
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∣∣∣∣∣∣∣∣∣∣∣

m 0 0 0 0 0
0 m 0 0 0 0
0 0 m 0 0 0
0 0 0 Ixx 0 0
0 0 0 0 Iyy 0
0 0 0 0 0 Izz

∣∣∣∣∣∣∣∣∣∣∣

∣∣∣∣∣∣∣∣∣∣∣

u̇
v̇
ẇ
ṗ
q̇
ṙ

∣∣∣∣∣∣∣∣∣∣∣
+

∣∣∣∣∣∣∣∣∣∣∣

−rmv + qmw
rmu− pmw
−qmu+ pmv
−rIyyq + qIzzr
−rIxxp+ pIzzr
qIxxp− pIyyq

∣∣∣∣∣∣∣∣∣∣∣

=

∣∣∣∣∣∣∣∣∣∣∣∣

FBx
FBy
FBz
τBx
τBy
τBz

∣∣∣∣∣∣∣∣∣∣∣∣

(15)

The external forces and torques for each component of x,
y and z axis can be determined as,

FBx = m(u̇− rv + qw) (16)

FBy = m(v̇ + ru− pw) (17)

FBz = m(ẇ − qu+ pv) (18)

τBx = Ixxṗ− rq(Iyy − Izz) (19)

τBy = Iyy q̇ + rp(Ixx − Izz) (20)

τBz = Izz ṙ − qp(Ixx − Iyy) (21)

The centripetal and Coriolis terms are represented by the
matrix

CRB(ν)ν =

∣∣∣∣∣∣∣∣∣∣∣

0 0 0 0 mw −mv
0 0 0 −mw 0 mu
0 0 0 mv −mu 0
0 0 0 0 Izzr −Iyyq
0 0 0 −Izz 0 Ixxp
0 0 0 Iyyq −Ixxp 0

∣∣∣∣∣∣∣∣∣∣∣

∣∣∣∣∣∣∣∣∣∣∣

u
v
w
p
q
r

∣∣∣∣∣∣∣∣∣∣∣
(22)

The generalized forces τ can be divided into three compo-
nents,

τ = τgravitational+τdamping+τactuators = G(η)+D(ν)+τc(u)
(23)

where G(η) is the gravitational component, D(ν)is the
damping component, τc(u) is the forces generated by the
actuators and u is the input vector to the drone’s motors.

The gravitational component points downwards along the
z-axis with respect to the earth frame which in the body frame
corresponds to:

G(η) =

∣∣∣∣RBE 0
0 1

∣∣∣∣
∣∣∣∣∣∣∣∣∣∣∣

0
0

−mg
0
0
0

∣∣∣∣∣∣∣∣∣∣∣
=

∣∣∣∣∣∣∣∣∣∣∣

−mgsθ
mgcθsinϕ
mgcθcϕ

0
0
0

∣∣∣∣∣∣∣∣∣∣∣
(24)

where RBE denotes the inverse of R(η) as rotation matrix
of the body-fixed frame relative to inertial frame.

RBE =

∣∣∣∣∣ cψcθ sψcθ −sθ
cψsθsϕ − sψcϕ sψsθsϕ + cψcθ cθsϕ
cψsθcϕ + sψsϕ sψsθcϕ − cψcϕ cθcϕ

∣∣∣∣∣ (25)

The damping component is the linear matrix

D(ν) = D0ν =

∣∣∣∣∣∣∣∣∣∣∣

D0,uu
D0,vv
D0,ww
D0,pp
D0,qq
D0,rr

∣∣∣∣∣∣∣∣∣∣∣
(26)

The forces and torques generated by the actuators are
assumed to be linear in the input,

τc(u) = u =

∣∣∣∣∣∣∣∣∣∣∣

0
0

utrottle
uroll
upitch
uyaw

∣∣∣∣∣∣∣∣∣∣∣
(27)

utrottle is the control input of the trust force as the force
affecting the velocity w in the z-direction. The force of trust
gives a lifting power that makes the drone flies and depends
on the sum of the speed of the four propellers. Since the rotors
are fixed their total thrust will always pull upwards along the
z-axis of the body frame.

utrottle = kf

4∑
i=1

Ω2
i = kf (Ω

2
1 +Ω2

2 +Ω2
3 +Ω2

4) (28)

where i is the number of motors (propeller), Ωi is the speed
of motor i and, kf is thrust constant. Next, by increasing or
decreasing the speed of the four rotors independently, it will
create torques around the x-y-z axes and thus create roll-,pitch-
and yaw-rotations. By always decreasing the speed of one rotor
as much as increasing the speed of another the total thrust is
retained. Therefore, the control input of roll uroll and upitch
are related to the torque and can be obtained by multiplying the
force by the distance and the rotors will affect the total rotation
about a certain axis differently depending on the distance from
the center of gravity(CoG) of the drone.

uroll = kf l(−Ω2
2 +Ω2

4) (29)

upitch = kf l(Ω
2
1 − Ω2

3) (30)
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uyaw = kM (Ω2
1 − Ω2

2 +Ω2
3 − Ω2

4) (31)

where kf is the coefficient of the force affecting the
velocity w in the z-direction related to the thrust constant
of the drone. Meanwhile, l is the distance between the axis
of rotation of each rotor to the origin of the body reference
frame which should coincide with the CoG of the drone and
kM is the moment constants, respectively.

III. DEVELOPMENT OF APID FOR VISUAL BASED
NAVIGATION

In order to maneuver the drone autonomously, based on the
position and orientation of the tag marker to the drone body
frame, a closed-loop control system with APID is occupied, in
which its parameters are tuned by an Adjustment Mechanism
(AM) [20], [21]. PID has been regarded as one of the most
popular controllers in the industry because of its ease of
implementation, and efficient performance [22], [23], [24]. Fig.
2 shows the control system of AprilTag navigation.

Xd Er+− C(t) V B G(t)
Xa

R(η)

AM

Θ

Fig. 2. Block Diagram of the Control System.

The output of AM, Θ = [Kp Ki Kd], is a matrix of
APID parameters. The steady-State error is determined as the
difference between the actual and desired position of the drone,
given as follows:

Er = Xd −Xa (32)

where Er = [erx ery erz erϕ]
T

is the error matrix; Xd = [xd yd zd ϕd]
T

is desired matrix; Xa = [xa ya ya ϕa]
T

is the actual path matrix. The output of the APID is
the velocity of the body frame, which is influenced by the
proportion, integral, and derivative of the steady-State error.
The mathematical model of the controller is expressed as
follows:

C(t) = KpEr +Ki

∫
Erdt+Kd

dEr
dt

(33)

G(t) is the equation of motion for the body frame of the
drone regarding the earth frame as a rigid body. The actual data
is captured by the camera, which is attached to the body of
the drone. Because the coordinate of the AprilTag marker {ti}
and the drone’s body frame {B} does not match, a rotation

matrix is needed to align the axes of the tag marker with the
axes of drone movement [25], as follows:

RBt = −RBt (θ)RBt (ϕ) (34)

,

where RBt (θ) ∈ R3 and RBt (ϕ) ∈ R3 are pitch and roll
rotation matrix of tag frame {t} to drone body frame {B}.
Fig. 3 represents schematic of drone navigation based on tag
marker.

etx

ety

Drone

etiz points outwards

ϕ

Fig. 3. Schematic of Drone Navigation based on Tag Marker.

The parameters of APID controller are tuned in such a
way to prevent overshoot to avoid drone collision and achieve
it slowly. Therefore AM is introduced for tuning of APID
controller, in which three rules for distances and angle have
been determined. Three sets of APID parameters have been
established as follows:

Θs1 = [0.05 0.01 0.009] (35)

Θs2 = [0.1 0.05 0.01] (36)

Θs3 = [0.2 0.1 0.02] (37)

Table I represents the rules for AM to tune APID con-
trollers and sets of APID parameters and related error range.

TABLE I. RULES OF AM FOR APID PARAMETERS AND ERROR RANGES

Error range Category PID parameters
0(m) ≤ erx,y,z < 0.2(m) N Θs1
0.2(m) ≤ erx,y,z < 1(m) AN Θs2

1(m) ≤ erx,y,z < Dmax(m) F Θs3
|erϕ|≤ 20o SA Θs1

|erϕ|≥ 20o & |erϕ|≤ 45o MA Θs2
|erϕ|≥ 20o&|erϕ|≥ 45o&|erϕ|≤ Aomax WA Θs3

Dmax(m) and Aomax are the maximum distance and angle
that can be recognized by AprilTag system. Fig. 4 represents
a flowchart of rules for AM to adjust the APID parameters.

The scenario of the navigation algorithm is divided into
four stages. Firstly the control system is applied to uplift
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Near (N)

Almost Near (AN)

Far (F)

Θ

Θs1

Θs2

Θs3

Adjustment
Mechanism

PID
Controller

(a) Distance

Small Angle (SA)

Medium Angle (MA)

Wide Angle (WA)

Θ

Θs1

Θs2

Θs3

Adjustment
Mechanism

PID
Controller

(b) Angle

Fig. 4. Flowchart of Rules for Adjustment Mechanism.

the drone upward, z-axis. After the drone reached a certain
desired height, it rotated at a yaw angle until desired tolerance
error range is obtained. Then it moved to its side direction
of the y-axis. The last stage is the forward direction, the x-
axis. Whenever the drone carries out the defined tolerance
in all the stages, the drone will be in the desired position.
Algorithm 1 exhibits the pseudo-code, which is the scenario
of the navigation system. µ is the error tolerance.

Algorithm 1 Pseudo Code of Navigation Algorithm

1: Start
2: Take off
3: Navigate drone in z-axis
4: if ez < µz :
5: Navigate drone in yaw-axis
6: if ez < µz & eyaw < µyaw :
7: Navigate drone in y-direction
8: if ez < µz & eyaw < µyaw & ey < µy :
9: Navigate drone in x-axis

10: if ez < µz & ey < µy & eyaw < µyaw & ex <
µx :

11: Land
12: End

In the scenario of the navigation system, the trajectory is
presented to lead the drone to reach its target point. Therefore,
a desired path trajectory to the target can be predicted to
avoid potential crashes. In addition, the velocity of the drone
is determined as the angular velocity of the propellers that are
dependent on body frame velocity, V B .

IV. RESULTS AND DISCUSSION

In order to validate the navigation system, a model of the
drone was created in a virtual environment called Gazebo
integrated with Robot Operating System (ROS) [26], [27],
[28].

To validate the performance of the tag-based navigation
algorithm, a multi-target navigation strategy is utilized to move

the drone from the home point to the destination point. The
multi-target navigation strategy is divided into three states.
Each stage is marked by a tag with a different ID and the
drone hovers in front of them before moving to the next stage.
When the drone hovers in front of the first tag marker with
the same procedure of hovering navigation, it rotates toward
the next marker tag to face the next tag marker. This trend is
followed for the next stages with different tag marker ID until
the drone reach and land at the destination point. Therefore,
the drone follows the defined trajectory to reach the target
point without demanding the saved map in indoor/outdoor
environment. Algorithm 2 represents the pseudo code of multi-
target navigation.

Algorithm 2 Pseudo Code of Multi-Target Navigation Algo-
rithm

1: Start
2: Take off
3: Go forward to tag marker #1
4: Hover in front of tag marker #1
5: If ex ≤ ζx and ey ≤ ζy and ez ≤ ζz and eϕ ≤ ζϕ:
6: Rotate 90◦

7: If eϕ ≤ ζϕ:
8: Go forward to tag marker #2
9: If ex ≤ ζx and ey ≤ ζy and ez ≤ ζz and eϕ ≤ ζϕ:

10: Rotate −90◦

11: If eϕ ≤ ζϕ:
12: Go forward to tag marker #3
13: If ex ≤ ζx and ey ≤ ζy and ez ≤ ζz and eϕ ≤ ζϕ:
14: Land
15: End

Fig. 5 represents the comparison of the proposed navigation
systems powered by APID and convention PID controller with
constant parameters.

The results show that the navigation system enriched with
APID converged faster to the target point significantly. Because
it uses multiple sets of parameters for controlling based on the
error range. When the error is in the F range, the drone moves
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(a) x-Axis of Tag Frame. (b) y-Axis of Tag Frame.

(c) z-Axis of Tag Frame. (d) ϕ of the Tag Frame.

Fig. 5. Comparison of APID and PID Performance.

faster to the target than it is in N and AN ranges.

Fig. 6 shows the trajectory of the drone in x and y direction
from the home point to the target point. The drone took off in
the home point moved forward to tag #1, hovered in front of
it, then rotated to the second tag. Similarly, the drone moved
to the destination point.

x

0
1

2
3

4

y
6

4
2

0

z

0.5

1.0

1.5

2.0

Home point

Target point

Fig. 6. Multi-Target Navigation.

The trajectory error and APID parameters changes are
represented in Fig. 7 and 8, respectively.

In Fig. 8, it is represented that if the error is in the
range of each set, the adjustment mechanism sets the set
of parameters for the APID controller. For instance, in Fig.

8a between starting and 2.6s the APID parameters are the
first parameters set, Θs3, because the error is more than 1m.
Subsequently, when the error is between 0.2m and 1m, from
2.6s to 3.16s, Θs2 is set. Finally, after 3.16s until the drone
reached the target, the APID parameters follow Θs1. In Fig.
8b, the switching time for APID parameter sets are 0.36 s and
1.57s. Furthermore, in Fig. 8c, at 4.46s the APID parameters
turned from Θs3 to Θs2, and it turned to Θs1 at 4.94s, when
the error reduced from more than 1m to less than 1m and
then decreased to less than 0.2m, respectively. In Fig. 8d, the
turning times for APID parameters are 0.8s and 2.7s based
on the ranges of the error shown in Fig. 7d. By considering
the turning times, it can be obvious that turning times are in
ascending order. The first turning times are 0.39s, 0.8s, 2.64 s,
and 4.46s, for y, yaw, x, and z direction, respectively. Similarly,
the second turning times are 1.57s, 2.7s, 3.16s, and 4.46s, for
the y, yaw, x, and z direction, respectively. This mimics the
scenario of the navigation system as shown in Algorithm 1.

V. CONCLUSION

The paper presented a visual navigation system for an
autonomous drone that hovers and navigates by using tag
marker position and orientation autonomously. The kinematic
and dynamic models of a drone have been determined by
Newton- Euler. Moreover, AprilTag marker tag was introduced
to obtain the position and orientation of the drone.

The results showed the navigation system using APID con-
troller performed four times faster than the navigation system
powered by the conventional PID controller. In addition, it
demonstrated higher accuracy and reliable performance of the
algorithms to accomplish various designed trajectories.

Besides its reliability and accuracy, one of the APID’s
advantages is less computational time rather than complex and
memory consumable controllers. In addition, the tag navigation
system and APID utilized an onboard camera available and
usable for the light drones that cannot carry heavy sensors
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er
o x

Time (s)

(a) x-Axis of Tag Frame.

er
o y

Time (s)

(b) y-Axis of Tag Frame.

er
o z

Time (s)

(c) z-Axis of Tag Frame.

er
o ϕ

Time (s)

(d) ϕ of the Tag Frame.

Fig. 7. Trajectory Error based on the Camera Frame.

(a) x-Axis. (b) y-Axis.

(c) z-Axis. (d) Yaw-Rotation.

Fig. 8. Changes of the APID Controller’s Parameters.

such as lase sensor for navigation and localization. Although
it can be ascertained that the proposed method is efficient, there
are some limitations. For instance, in an outdoor environment,
the shininess of the tag marker can affect the view of the
camera and navigation system. Moreover, the tag marker
should be in the camera view for the drone to follow the
desired trajectory. In future work, fuzzy and adaptive control
systems can be investigated for visual-based navigation. In
addition, this proposed algorithm can be validated for drone

navigation based on a laser sensor.
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