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Abstract—In this paper, we propose an approach to early
detect students at high risk of drop-out in MOOC (Massive Open
Online Course); we design personalised interventions to mitigate
that risk. We apply Machine Learning (ML) algorithms and data
mining techniques to a dataset extracted from XuetangX MOOC
learning platforms and sourced from the KDD cup 2015. Since
this dataset contains only raw student log activity records, we
perform a hybrid feature selection and dimensionality reduc-
tion techniques to extract relevant features, and reduce models
complexity and computation time. Besides, we built two models
based on: Genetic Algorithms (GA) and Deep Learning (DL) with
supervised learning methods. The obtained results, according to
the accuracy and the AUC (Area Under Curve)-ROC (Reciever
Operator Characteristic) metrics, prove the pertinence of the
extracted features and encourage the use of the hybrid features
selection. They also proved that GA and DL are outperforming
the baseline algorithms used in related works. To assess the
generalisation of the approach used in this work, The same
process is performed to a second benchmark dataset extracted
from the university MOOC. Then, a single web application hosted
on the university server, produces an individual weekly drop-out
probability, using time series data. It also proposes an approach
to personalise and prioritise interventions for at-risk students
according to the drop-out patterns.

Keywords—MOOC; drop-out; dimensionality reduction; fea-
tures selection; personalised intervention

I. INTRODUCTION

Following the emergence of new digital technologies aim-
ing to modernize the traditional education system. Massive
Open Online Courses (MOOCs) have gained popularity in
recent years [1]. In 2020, 16,300 courses were offered by
950 universities, and the number of enrollment has reached
more than 180 million learners worldwide [2]. MOOCs have
become an ideal source of self development that bridges the
gap between industry requirements and skills acquired in the
university [3]. Despite these benefits that bring a substantial
improvement to the student learning experience. MOOCs are
facing many problems today. Among the most cited are the
high drop-out and the low completion rate. The average
completion rate for a MOOC is 12.6% [4]. We can also cite
the weak interactions and the absence of tutor support to
the significant number of enrolled participants. This excessive
attrition rate in MOOCs, has prompted researchers to consider
the use of learning analytic for early prediction of learners at
risk of drop-out [5].

Learning analytic consists of analysing the log trace and the
data collected while students interact with the MOOC courses

[6]. Then, using supervised machine learning, mathematical
models can automatically detect student at-risk of drop-out
based on their previous behaviour and interactions during the
course. The use of learning analytic has shown an encouraging
potential and reduced visibly the attrition rates in MOOCs
[7], [8]. However, it is limited, given the enormous number
of enrolment either by 1) the late detection of students at-risk
, by 2) the absence of prioritization which will considerably
reduce the number of students that the instructor must address
each time. Finally 3) the prediction models provide no clues
for the monitor to propose a personalized intervention for each
droppers pattern. Thus, a system that is capable of detecting
at-risk students and providing a customised intervention is
therefore needed.

The aim of this paper is to build an intelligent system
using DL and GA in the field of learning analytic, and able
to overcome these three limitations. This paper will describe
the process followed to address the problem related to early
prediction student drop-out, prioritizing student needing inter-
vention according to a weekly temporal model prediction based
on student drop-out probability. In the light of the obtained
results, a timely personalized intervention can be designed
and delivered to retain students at-risk. The obtained system
gives the possibility to meet the challenges of identifying on
a large scale students at high risk of dropping- out, while
also satisfying the requirement to be able to support early
intervention.

This paper is organised as follows: the next section present
a brief overview of related work. The Section 4 is devoted
to describe the different components of the used dataset and
the extracted features. Section 5, is dedicated to presenting
the methods used to predict student drop-out. Section 6,
is dedicated to discussing the obtained results. Finally, we
conclude the paper and give some perspectives on future work.

II. RELATED WORK

Many researchers have recently focused on MOOCs stu-
dent drop-out. Time consideration is very significant when
tackling this problem. Early detection plays a masterful role
in reducing the attrition rate. In fact, several studies have
proved that 75% of drop-outs occur in the first weeks [9].
Similarly, Gitinabard et al. [10] analyse students logs and
forum data of an annual MOOC lessons. They apply Logistic
Regression and Support Vector Machine (SVM) to predict
drop-out in the first weeks of each course. The students were
flagged as drop-out with the precision of 70% after the third

www.ijacsa.thesai.org 700 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 13, No. 9, 2022

week. Berens et al. [11] developed an early predicting system
using demographic data and a boosting algorithm combining
several ML algorithms: Linear Regression, Neural Network,
Decision Tree, AdaBoost. The system provides an accuracy of
58.2% for the first semester and 81.5% for the fourth semester.
Authors in [12] used deep learning and achieved an accuracy
of 0.92% in the first week. In [13] ALJ et al. used several
baseline machine algorithms and obtain an AUC ROC score of
90%. The performance of machine learning algorithms highly
depends on the used dataset used. ML algorithms are unable to
provide effective parameter setting method. Therefore, feature
selection of parameters is another research content of this
paper. A hybrid features selection method is proposed. Besides,
Genetic Algorithms (GA) are used for parameters tuning.

GA are generally used for optimization problems and
tuning classifiers in multiple fields such as emotion recognition
[14] and medicine [15], and feature selection [16]. Despite GA
are not quite used in the field of student drop-out, they are
producing significant results.

This study contributes to the current state-of-the-art of the
field in two main directions. First, by developing a compre-
hensive approach for studying and detecting early drop-out
in a data perspective. Second, by designing a prioritized and
personalized intervention for student at-risk of drop-out.

III. DATA

A. Data Description

This study use a dataset provided from KDD cup [17], an
annual Data Mining and Knowledge Discovery competition
organised by ACM Special Interest Group. In KDD cup 2015,
the dataset used in the competition contains users trace log
extracted from XuetangX which is one of the biggest Chinese
MOOC learning platforms. The aim was to predict users
drop-out using different data mining techniques and machine
learning algorithms.

The detailed description of the five parts of dataset is as
follows:

1) The first part of the dataset contains information about the
start and the end date of each course according to the Table
I.

TABLE I. COURSE INFORMATIONS

Fields Type Description

Course-ID Nominal Course Identifier

Course-S Date Course Starting Date

Course-E Date Course Ending Date

2) Information about the modules of each course, sub-
modules and also the category of modules and their start
date according to the Table II.

TABLE II. MODULE INFORMATIONS

Fields Type Description

Course-ID Nominal Course Identifier

Module-ID Nominal Module Identifier

Module-cat Nominal Module Category

Module-child Nominal Sub-Module

Module-S Date Module Starting Date

3) Informations about enrolments: an enrolment is a (Student,
Course) entry according to the Table III.

TABLE III. ENROLMENT INFORMATION

Fields Type Description

Enrolment-ID Nominal Enrolment Identifier

Student-ID Nominal Student Identifier

Course-ID Nominal Course Identifier

4) The fourth part of the dataset contains a log trace of every
enrolment, log timestamps, and the source and the type of
the event according to the Table IV.

TABLE IV. LOG INFORMATION

Fiels Type Description

Enrolment-ID Nominal Enrolment Identifier

Student-ID Nominal Student Identifier

Course-ID Nominal Course Identifier

Event-Time Timestamps Time when the event occurs

Source Nominal Source of Event (Server / Browser)

Event Nominal Event Type

e1 Problem

e2 Access

e3 Video

e4 Wiki

e5 Discussion

e6 Navigate

e7 Page Close

5) The last part of the dataset contains information about the
real value of enrolment result according to the Table V

TABLE V. ENROLMENT RESULT

Fields Type Description

Enrolment-ID Nominal Enrolment Identifier

Result Boolean Student Result
0 Success

1 Drop-out

The dataset captures a trace log of 79186 students and
120543 enrolment, because every student can enrol in multiple
courses. If a user leaves no records for course C in the log
during the next 10 days, it is defined as drop-out from the
course.

We notice that for all courses the drop-out represented
by 1 in the table of enrolment results exceeds 65%. The
majority class is drop-out with (95581) 79% compared to
success (24961) 21% of enrolments. In this case, a class
imbalance problem is faced. In order to balance the dataset,
we will oversample the minority class in order to increase its
cardinality to be equal to the majority class.
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Oversampling: this technique duplicates copies of some
points from the minority class to increase its cardinality to be
equal to the majority class. New samples can be generated by
random repetition or using more sophisticated methods such
as SMOTE or ADASYN.

Synthetic Minority Oversampling Technique (SMOTE)
[18] uses the KNN algorithm to generate new synthetic data
points that combine features of the data point and its K
closest neighbours. However, it still has some weaknesses
regarding the oversampling logic used. On the one hand, it does
not consider generating new samples from neighbours which
may come from the other class. The synthetic observations
can overlap with other observations of the majority class.
On the other hand, generating multiple synthetic observations
risks introducing additional noise in the dataset, this could
potentially bias the model.

ADASYN [19] for Adaptive Synthetic, a version of
SMOTE that has been improved. Instead of generating the
same number of synthetic observations for each observation of
the minority class, ADASYN adapts the oversampling to the
distribution density of the observations of the minority class.
Concretely, it produces more synthetic samples in regions of
feature space where the density of minority observations is low
and fewer samples in regions with higher density.

The selection of the technique to use remains strictly linked
to the data set used. For our example, SMOTE gives better
results. Finally, we end up with two datasets Unbalanced
Dataset (UB) and Balanced Dataset (BD).

B. Feature Engineering

The information available on the KDD cup 2015 dataset
lacks personal information (e.g. age, sex, nationality) and
information regarding the course (e.g. prerequisites, difficulty
level). The logging trace remains the most potent source
of information. Our feature extraction method is based on
counting the log of every enrolment; an enrolment is a (student,
course) entry. The extracted features can be divided into two
parts:

Enrolment History Features : It contains features about
the history of interaction with the MOOC, such as the num-
ber of successful courses, the number of failed courses, the
cumulative number of days spent on the MOOC during old
registrations, and the cumulative number of logs of each event
present on the catalogue in Table IV.

Current Enrolment Features: It contains features about
the number of days spent on the MOOC during the current
enrolment and the count of logs of each event.

We also extract the count of minutes spent for every
enrolment; after examining the log trace, we notice that all
sessions start with the Navigate event and sometimes with
the Access. We calculate the difference of time expressed
in minutes between one of the two events and the end of
the session expressed with the Page close. The accumulation
of minutes is recorded for each enrolment in the variable m
according to the following algorithm:

ALGORITHM 1
Algorithm of Connected Minutes

Data : Raw log data
Result: Connected minutes per enrolment
@ConnectedMin = 0; @BeginDay = ”00:00:00”
@EndDay = ”23:59:59”; @TBegin = ””; @TEnd = ””;
while not at the end of enrolment log rows do

read current
if @Evente=’Nagivate’ or (@Evente =’Access’ and
@TimeBegin =”” ) then

@TimeBegin= Time-Event;
end if
if @Evente=’Page close’ then

@TimeEnd= Time-Event;
end if
@Diff=DateDiff(MIN,@TBegin,@TEnd);
if @Ddiff ¡ 0 then

@x=DateDiff(MIN,@hdebut,@EndDay);
@y=DateDiff(MIN,@BeginDay,@hfin);
@Ddiff= @x+@y;

end if
@ConnectedMin= ConnectedMin+@Ddiff;

end while

Finally we end up with features presented in the Table VI.

TABLE VI. EXTRACTED FEATURES

N Features

1 Enrolment Identifier

2 Count of student previous enrolments

3 Count of student previous succeeded enrolments

4 Count of student previous drop-out enrolments

5 Count of log for the current enrolment

6 Count of log for all previous enrolments

7 Count of days between first and last log

8 Count of days between first and last log for all previous enrolments

9 Count of log for the event : Problem

10 Count of log for the event : Problem for all previous enrolments

11 Count of log for the event : Video

12 Count of log for the event : Video for all previous enrolments

13 Count of log for the event : Navigate

14 Count of log for the event : Navigate for all previous enrolments

15 Count of log for the event : Page-close

16 Count of log for the event : Page-close for all previous enrolments

17 Count of log for the event : Access

18 Count of log for the event : Access for all previous enrolments

19 Count of log for the event : Discussion

20 Count of log for the event : Discussion for all previous enrolments

21 Count of log for the event : Wiki

22 Count of log for the event : Wiki for all previous enrolments

23 Count of logs in the first 10 days of course

24 Count of logs in the second 10 days of course

25 Count of logs in the last 10 days of course

26 Count of active minutes

27 Count of active days

Enrolment result : Success 0 /Drop-out 1
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C. Feature Selection

When solving a classification problem, processing ex-
tracted data vectors is an important step. Indeed, the perfor-
mance of the classifier highly depends on the correct choice of
the content of these vectors. However, the problem becomes
difficult to re- solve and very expensive in terms of training
time and resources owing to the large dimension of these
vectors. Consequently, it is useful, and sometimes necessary
to reduce the dimensionality of these vectors to be compatible
with resolution methods, even if this reduction may lead to a
slight loss of information. Reducing the number of explanatory
variables has a double advantage. On one hand the model will
be easily interpretable due to the few number of variables.
On the other hand, the prediction error will be reduced by
removing the non-informative variables.

Feature selection is a process allowing to select a subset
of features considered as the most relevant from a starting set
using various criteria and different methods. The process is
working as follows:

1) From the initial set of variables, the selection process
determines a subset of variables that he considers to be
the most relevant.

2) The subset is then evaluated with the classifier to assess
the performance and relevance of the selection.

3) Depending on the result of the evaluation, a criterion for
stopping the process determines whether the subset of
variables can be used in the learning process, otherwise
another subset of variables is generated and tested. The
stopping criteria can be a predefined number of features
to keep or a fixed number of iterations or even a criterion
related to the evaluation function.

Methods used for selection can be classified into three main
categories: Filter, Wrapper and Embedded.

1) Filter: The filter approach was the first method for
selecting features [20]. It is considered a pre-processing step
before the learning phase; the evaluation of features is usually
done independently of the classifier. We define an importance
score for each feature that reflects its quality as a predictor.
We also define a score of similarity between two charac-
teristics. The objective is to select the variables with the
highest importance score and the lowest similarity scores to
reduce redundancy. The main advantage of filtering methods
is their computational efficiency and robustness against over-
fitting. Unfortunately, these methods do not consider interac-
tions between characteristics and tend to select characteristics
involving redundant rather than complementary information.
The filter method used in this work is the Chi-squared test.

2) Wrappers: The main drawback of filter approaches is
ignoring the influence of the selected variables on the learning
algorithm’s performance. To solve this problem, Kohavi and
John introduced the concept of a Wrapper for selecting features
[21]. Wrappers use the accuracy of the learning algorithm as an
evaluation function to estimate the relevance of the variable.
The Wrapper methods are generally considered to be better
than those of filtering. They can select proper small subsets of
features. However, features selected by this method are only

suited to the classification algorithm and are not necessarily
valid if we change the classifier. Also, the complexity of the
learning algorithm makes the Wrapper methods very expensive
in terms of computation time. It has been demonstrated by
[21] that Wrapper methods produce better performance than
some filtering methods. This paper will use Recursive Feature
Elimination with both Random Forest (RFE-RF) and Gradient
Boosting (RFE-GB).

Recursive Feature Elimination (RFE) is a selection
algorithm based on backward elimination, in which recursive
elimination aim to select a subset of optimum features. The
learning is performed first with all the p variables, the least dis-
criminant variable is removed, then the learning is performed
on the p-1 remaining variables. This process is iterated until
the number of desired variables is obtained.

3) Embedded: Embedded methods incorporate the selec-
tion of variables into the learning process. Embedded meth-
ods can use all the dataset as a training set which is an
advantage that can improve the result. In addition, Guyon
and Elisseeff [22] specify that Embedded approaches surpass
Wrapper approaches concerning the computation times and the
robustness against over-fitting. In this study, we are using both
regularization: Ridge and lasso as Embedded methods.

Regularisation in ML adds a penalty term to the different
coefficients of the model. The main purpose of Regularization
is to avoid overfitting by improving the generalisation of the
model. It improves the performance of models on new data.
the main types of regularisation are Ridge and lasso:

Lasso regression (L1): Adds the squared magnitude of
coefficients as a penalty term to the loss function.

L+ λ

n∑
i=0

x2
i

Ridge regression (L2): Adds the absolute value of magni-
tude of coefficients as a penalty term to the loss function.

L+ λ

n∑
i=0

|x|

It is therefore used for variable selection. While L1 set the
coefficient of unnecessary variables to 0, L2 is approaching
them to zero.

In this study, we will implement a hybrid approach that
combines all the methods seen previously. Each method will
participate to elect if the variable will be selected or not. The
scores obtained for each method will be then aggregated and
normalised so that they are between 0 for the lowest rank and 1
for the highest. Variables with a high average will be selected
according to score obtained in the Table VII.
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TABLE VII. FEATURES RANKING

N Lasso REF-RF REF-GB Ridge Chi-2 R-Lasso Mean

1 0.0 1.0 0.7 0.0 0.0 0.48 0.36

2 0.00 0.71 0.05 0.07 1.00 0.01 0.31

3 0.00 0.29 0.75 0.21 1.00 0.91 0.53

4 0.00 0.57 0.35 0.14 1.00 0.00 0.34

5 0.48 1.00 0.90 0.39 0.97 0.00 0.62

6 0.06 1.00 0.2 0.00 1.00 0.00 0.38

7 0.00 1.00 1.00 0.05 1.00 0.89 0.66

8 0.00 1.00 0.45 0.00 1.00 0.01 0.41

9 0.00 1.00 1.00 0.01 0.99 0.02 0.50

10 0.00 1.00 0.15 0.00 1.00 0.14 0.38

11 0.00 1.00 0.80 0.00 1.00 0.34 0.52

12 0.00 1.00 0.60 0.00 1.00 0.00 0.43

13 0.00 1.00 0.55 0.01 1.00 0.62 0.53

14 0.00 0.00 0.00 0.00 1.00 0.00 0.17

15 0.00 1.00 1.00 0.02 1.00 0.13 0.53

16 0.00 1.00 0.25 0.00 1.00 0.00 0.38

17 0.00 1.00 0.95 0.00 0.99 0.28 0.54

18 0.00 1.00 0.40 0.00 1.00 0.01 0.40

19 0.00 0.14 0.10 0.00 1.00 0.00 0.21

20 0.00 0.86 0.65 0.00 1.00 0.00 0.42

21 0.00 1.00 0.30 0.04 1.00 0.02 0.39

22 0.00 0.43 0.50 0.00 1.00 0.00 0.32

23 0.00 1.00 1.00 0.40 0.99 1.00 0.73

24 0.00 1.00 0.85 0.39 0.99 0.87 0.68

25 1.00 1.00 1.00 0.38 0.99 1.00 0.90

26 0.17 1.00 1.00 0.00 0.67 1.00 0.64

27 0.00 1.00 1.00 1.00 1.00 1.00 0.83

According to the results found on the Table VII. The
dimensionality of the dataset will be reduced to the eight
following features:

• Count of student previous succeeded enrolments
• Count of log for the current enrolment
• Count of days between first and last log
• Count of log for the event : Access
• Count of logs in the second 10 days of course
• Count of logs in the last 10 days of course
• Count of active minutes
• Count of active days

In the next section, in order to prove the relevance of
our selection, results obtained with this set of features will
be compared with the results obtained using the initial set of
variables.

IV. METHODOLOGY

The variable enrolment result has two alternative outcomes
1 for drop-out and 0 for success. Thus, the problem can be
modelled as a binary classification. Besides, since the data used
for training and testing is already labelled, the models are built
with supervised learning. Fig. 1 present the methodology used
in this paper.

Supervised learning begins with the training process. Dur-
ing training, the algorithm optimises the mapping function
through a pair consisting of an input vector and the desired
output value. The goal is to create a model that correctly
classifies new unseen data. The predicted outputs are then

Fig. 1. Methodology.

compared to the accurate observation on the validation set to
compute the model’s performance and generalisation ability.
In this study, we will implement both GA and DL to create
our models.

A. Deep Learning

DL is based on the models of NN with many hidden layers,
called DNN. While a traditional NN can only handle a single
hidden layer as show in the Fig. 2. DL data processing is
carried through multiple layers to compute the output. Each
layer is made of many artificial neurons imitating the biological
neurons in a very simplified way. Each connection in the
network is characterised by a coefficient or a synaptic weight
that mainly describes the behaviour of the network.

Fig. 2. Deep Learning.

During the learning process, weights are calculated in order
to determine whether to amplify or dampen the output. The
weights are adapted to minimise the difference between the
network output and the expected output.

Fig. 3. Artificial Neuron.

As Fig. 3 shows, the neurons receive the information
produced by other nodes through the input connections. Each
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neuron J performs a weighted sum of the n input values.
Weights assigned to the neuron’s inputs are stored in a matrix
W. The value wij represents the weight of the input connection
Xi of neuron j. Then to this sum a bias bj is added. This total
represents the biassed post-synaptic potentials formulated as
follows:

Pj =

N∑
i=1

wi,jXi + bj

Finally, an activation function f transforms this biased po-
tential to obtain the activation value of the neuron. This values
is then transmitted to other neurons. Among the commonly
used activation functions we can find Rectified linear unit
(ReLU), Sigmoid and Hyperbolic tangent.

Xj = f(Pj)

B. Genetic Algorithms

GA are stochastic optimization methods belonging to the
family of evolutionary algorithms. They are commonly used
for resolving complex optimization and search problems. GAs
are inspired by the Darwinian mechanisms of the natural evo-
lution of biological populations and rely on derived techniques
such as selection, mutation and crossing. GA use the principle
of survival of individuals considered to be the strongest or
best suited to the environment by combining the strengths of
each individual to create the next generation considered to be a
better solution to the problem. This process is repeated several
times until finding individuals have genetic information that
corresponds to the best solution to the problem. In general,
the process of a GA as presented in Fig. 4 is based on the
following phases:

Fig. 4. Architecture of a Genetic Algorithm.

(1) Initialization: This GA mechanism must produce a non-
homogeneous population of individuals who will serve as a
parent for future generations. The choice of the initial pop-
ulation is important because it can make the convergence to
the global optimum more or less rapid. The initial population
must be distributed over the entire research area.

(2) Evaluation: Evaluate each capacity to the target variable
with high accuracy. The LR algorithm was used to build
prediction models. Individuals selected by the GA search
were used as an input for LR, and the results from LR are
used again with different variable sets in order to enhance
the prediction score.

(3) Genetic Operators: Operators guarantee the possibility of
diversifying populations over the generations and exploring
the solution space. We apply the following operations during
a GA cycle: Selection, Crossing and Mutation.
(a) Selection: The selection consists of choosing the individ-

uals serving to create the next generation, the individuals
who will survive . The selection of individuals is carried out
most often on the basis of the evaluation function. Several
selection operators are used such as the roulette wheel
selection [23], Rank in the population [24] or tournament
selection [25].

(b) Crossover: Crossing is responsible for constructing an
individual solution for the problem from the mixture of
many other solutions. In crossing, the chromosomes ex-
change sequences of genes between them. This process
is applied to each pair of chromosomes selected with a
certain probability of P. The pairs of chromosomes are
copied without modification into the next generation with
the probability 1 - P. The higher P, the more new individuals
appear in the population.
We present the best-known ones among the most used
crossover methods: the one-point crossover and the multi-
point crossover.
One-Point Crossover : It is about randomly choosing a
crossing point for each pair of chromosomes and perform-
ing a swap of the sets of sequences of this point between
the two parents, giving birth to two new offspring as shown
in Fig. 5.

Fig. 5. Single-Point Crossover.

Multi-Point Crossover : In this case, several crossing
points are selected and the swap is done on the different
parts of the sequences surrounded by these points between
the genes of the parents as shown in Fig. 6.

Fig. 6. Multipoint Crossover.

(c) Mutation : Mutation is defined as the unexpected change
in the value of a gene in a chromosome. Fig. 7 illustrates
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an example of a mutation applied to the fourth position
of a binary chromosome. The mutation plays the role of
noise which prevents the evolution from stopping. It allows
the extension of space exploration and guarantees that the
global optimum can be reached. This operator, therefore,
avoids a convergence towards the local optimum.

Fig. 7. Exemple of Mmutation.

The following section will be dedicated to presenting the
results and scores obtained by applying the methods presented
in this section on the data obtained in the fourth section .

V. RESULTS

After performing a hybrid feature selection method in Sec-
tion 4, we end up with two datasets: a first dataset containing
all extracted features (All) and a second one containing only
the seven selected features (selected). To assess the relevance
of this selection, we will compare the Accuracy and AUC-ROC
scores for the two datasets using DL and GA models.

TABLE VIII. MODELS SCORES

Model Features Accuracy AUC ROC

GA All 0.926 0.898
Selected 0.933 0.894

DL All 0.943 0.876
Selected 0.938 0.887

According to the results obtained in Table VIII, we notice
that the scores remained almost the same even after eliminating
several features. It is explained by the fact that some eliminated
features had no role in predicting the target variable. In other
cases, they may introduce noise. The score has been improved
for the GA model after eliminating the unnecessary variables.

We also notice that the two algorithms used in this work
outperform the basic algorithms used in previous work. It is
explained by GA evolutionary and self-correcting character
and DL methods.

Fig. 8. Accuracy Evolution over Generations.

Fig. 8 provides information about how quickly the GA con-
verges to the optimal solution. After only seven generations,
the algorithm found an optimal solution for the problem. This
rapid evolution of accuracy over generations depends highly
on the value of mutation rate. In practice; it consists of a
high mutation rate at the start of the algorithm to allow better
solutions for space exploration. Then a decrease in this rate
allows the convergence of the algorithm.

Fig. 9. Loss Evolution over Epochs

Learning curve graphs presented in Fig. 9 are commonly
used for the NN model. It plots the variation of loss or
accuracy over epochs. The data is divided into two parts
training and validation sets. Learning curve graphs are firstly
used to examine the model convergence; we expect that
the loss decreases and the accuracy increase as the number
of epochs increases. We also expect that the model will
converge after training for several epochs. Secondly, It is used
to diagnose if the model has over-fitted or under-fitted the
learning set.

Fig. 9 show that we obtain an accuracy of 90% after
40 epochs for the dataset using all features. The same
accuracy is obtained after only 10 epochs for the dataset
using selected features, which is explained by the fact that
a model containing fewer features will be less complex and
require fewer epochs to converge. Fig. 9 show that for both
datasets, we can safely stop the training process at 50 epochs
without fearing over-fitting or under-fitting.

After proving the relevance of models and the set of
features used in this article, and since the temporal aspect is
present in our dataset, the next step in this work is to use
ARIMA to predict independent variables for future weeks for
every enrolment. After obtaining these values, we use them as
an observation for the models to predict the value of the target
variable Y. With the function predict.proba() in python sickit-
learn library, we can find the weekly drop-out percentage.
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Fig. 10. Log Count Error Prediction

We can judge the accuracy of the ARIMA model pre-
dictions through the normalized RMSE (Root Mean Sqaured
Error) value. Fig. 10 shows an example of the error between
the actual value of the number of logs per day and the predicted
value. The normalized RMSE value is suitable for all variables
and indicates the accuracy of the ARIMA model and stationary
time series of the variables.

At our university, we extracted student logs from the
university MOOC to build a dataset similar to the KDD
cup dataset. This dataset has undergone the same process
mentioned in this article, starting with feature extraction and
feature engineering and ending with models’ predictions score.
Table IX presents the different model scores for the university
dataset.

TABLE IX. MODELS SCORES UNIVERSITY DATA

Model Features Accuracy AUC ROC

GA All 0.931 0.876
Selected 0.921 0.887

DL All 0.888 0.875
Selected 0.898 0.886

An intelligent system was hosted in the university server
based on a single web page using Python and Streamlit
framework. The system inputs the enrolment entry (student,
course), fetches the corresponding logs and aggregates them
by week. In addition, the ARIMA method is used to predict
new observations for the following weeks using the previous
ones. The system offers the possibility to choose the model
used to predict the drop-out rate each week, as shown in Fig.
11 and Fig. 12.

Fig. 11. Web Page Interface.

Fig. 12. Results Web Page.

In order to determine student drop-out profiles and patterns,
We performed a correlation analysis between extracted features
and the student’s final performance (completion or drop-out).
We found that when the pattern is: Access — Video — Assign-
ments — Discussion is respected, The accuracy of retention is
increased visibly. It means that the expected behaviour of the
student is to access the course link represented by the event
(Access), watch the course content through videos, and then
visit the Assignments page. Finally, discuss the ambiguous
and misunderstood points on the discussions page. Similarly,
the student behaviour on assignments pages, the count of the
viewing Video events, Discussion, and wiki page measured
weekly, provided an indicator of student engagement and
persistence and were an excellent early predictor of the drop-
out rate and performance.

When we used K-mean clustering, we found three main
clusters for droppers: According to our analysis of weeks 1
and 2, data indicates three dominant clusters.

• cluster 1 student with little time spent watching videos.
This cluster corresponds to students who didn’t complete
the course videos. This grouping was a strong indicator
of drop-out 95% of these students did not complete the
course.

• cluster 2 concerns students who complete watching videos
but have a few visits and time spent on the assignments
page. In other words, these students have completed most
of the course but didn’t take quizzes and exercises. This
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grouping was also a strong indicator of drop-out: 80%
dropped out in the fourth week.
The reasons which explain the behaviour of the students of
clusters 1 and 2 can be linked to several causes extracted
from related works:
◦ causes linked to student:

The lack of students motivation and engagement:
is considered one of the most influential factors
preventing students from completing a MOOC. For
instance, [26] surveyed 134 students who had not
completed the MOOC courses and found that the
majority of students had the intention to complete
their study but they were unable to do so due to
low motivation and poor feedback.
The students lack the abilities/skills and prerequi-
sites to follow the course. According to previous
studies [27], [28], [29], demonstrating the effect
of students’ academic skills and abilities and their
prior experience on the drop-out rate in MOOCs.

◦ causes linked to the course:
It can also be linked to the course length and diffi-
culty. According to [30], [31], [32] the complexity
or the difficulty of the course content was found in
many studies to be associated with students drop-
out rates

◦ causes linked to instructors:
The lack of instructor supervision: The poor feed-
back provided by the instructors due to the massive
number of enrolled students per course has been
reported to be an significant predictor of students
drop-out in MOOC courses [33] and [34].

• cluster 3 concerns students who have spent an average
time on the videos and assignments page but have few
visits to the discussion page. It can be interpreted that
those students are not social enough to communicate with
others students or ask questions about ambiguous points
in courses or exercises.
Isolation and lack of interactivity in MOOCs directly
affect students drop-out. A survey [29] about MOOCs
drop-out showed from the droppers’ comments that they
mentioned feeling isolated and unmotivated to continue
due to low interaction and communication with students
and instructors. They complained that the instructor did
not praise or motivate them after the quizzes. They also
stated that instructors did not engage learners in discussion
or facilitate brainstorming.

After detecting patterns of the student at high risk of drop-
out, the following section outlines examples of interventions:

• Interventions for cluster 1 and 2: For students lacking
the necessary prerequisites to take the course, it is wise to
detect them through a survey or quizzes at the beginning
of each course. Then send them courses and exercises
containing the prerequisites they lack to follow the course.
According to the literature, there is a myriad of inter-
ventions aiming to increase students motivation and en-
gagement by creating interest in the course topics [35].
Some interventions dealt with demotivation through an
email mechanism [36]. Other interventions try to get absent
students back into the course and collect their reasons for

leaving [37].
The lack of instructor supervision and the poor instructor
feedback is due to the considerable enrolment number
per course in MOOCs. The solution here is to focus on
students flagged at high risk of drop-out on a particular
week according to the drop-out rate given by the system.
Regarding the course content, the course must appear
helpful for the students in real life. It should contain a
lot of application and practical exercises. The skills learned
in the course must apply to real-world problems, particular
career goals, or later life roles.

• Interventions for cluster 3: Multiple research has found
that social connectedness to school is linked to higher rates
of student academic success [38], teachers and peers can
serve as sources for facilitating this social connection. The
intervention proposed for this cluster is a weekly peer-
support group meeting that focuses on enhancing students’
academic and interpersonal skills combined with daily
interactions. It will improve outcomes for students flagged
as a potential drop-out. We could form a peer-support
group of three to four participants, and the 5th is the
student flagged as a drop-out. This methodology is more
suitable for blended learning; it has been tested in the
university, and the results obtained improved classroom
behaviour, increased academic engagement, and positive
peer and teacher interactions.

The cost of a students drop-out is very high in terms
of wasted time, effort and money. When a student decides
to leaves, connection with that student is lost, and generally
nothing is done to determine the reasons behind. Institutions
can implement this system or similar, to anticipate and reduce
the number of drop-out.

Several other drop-out patterns might be detected, and such
predefined intervention strategies can be learned from expert
teachers or from historical data [12]. The current study is
just a first step toward an ultimate automated personalized
intervention system.

From an algorithmic perspective, the experiment in this
study showed that deep learning is outperforming other base-
line algorithms either in prediction accuracy or in generating
more accurate drop-out probabilities. Moreover, deep learning
showed more robustness against over-fitting.

VI. CONCLUSION

The excessive drop-out rate in MOOCs encourage to use
data mining techniques and ML algorithms in order to predict
students at risk of drop-out. In the light of the obtained results
we can conclude that for classification problems based on raw
activity records, features extraction and data preparation is a
necessary step before building models. The hybrid features
selection algorithm adopted in this work is effective. One of
our main contributions was obtaining competitive prediction
results with a minimum number of variables.

According to the result obtained we can also conclude
that our proposed models using GA and DL are producing
very competitive results in this problem. Models used in this
study are outperforming the obtained result using the baseline
algorithms in previous works. This study was very useful, and
optimises the drop-out prediction in the university MOOC,
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because it is not only focusing on early detecting students at
risk of drop- out, but it also personalise intervention and seeks
for the reasons behind, in order to increase retention rate in
the MOOC. As a perspective, the methodology used in this
article must be tested on other benchmark datasets in order to
assess its relevance.
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