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Abstract—Diabetes is an ever worsening problem in modern
society, placing a heavy burden on healthcare systems. Due to
the association between obesity and diabetes, food journaling
mobile applications are an effective approach for managing
and improving the outcome of diabetics. Due to the efficacy
of nutritional tracking and management in managing diabetes,
we implemented a deep learning-based Convolutional Neural
Network food classification model to aid with food logging. The
model is trained on a subset of the Food-101 and Malaysian Food
11 datasets, including web-scraped images, with a focus on food
items found locally in Malaysia. In our experiments, we explore
how fine-tuning of the image dataset improves the performance
of the model.
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I. INTRODUCTION

Diabetes is becoming an increasingly prevalent disease in
modern society. It was estimated that in 2017 at least 6% of
world population were affected by type 2 diabetes (T2DM)
[1]. Urbanization has caused a shift in dietary patterns among
the populace towards food with a higher associated risk of
diabetes [2]. Diet affects an individual’s diabetes outcome in
various ways, both directly and indirectly. The sugar content of
a meal directly influences an individual’s blood glucose levels,
whereas an indirect factor such as the consumption of high-fat
foods causes obesity, which then contributes to the onset of
diabetes [3]. It is well-established that there is a strong link
between obesity and diabetes, where excess weight plays a
part in up to 90% of the cases of T2DM [4]. Consequently,
diet management plays a crucial role in managing the disease
outcome among the diabetics and in disease prevention among
the non-diabetics.

In Malaysia, the incidence rate of diabetes in adults has in-
creased from 15.2% in 2011 [5] to 17.5% in 2015 [6]. A long-

standing health problem for the country, diabetes in Malaysia
lays an increasingly heavy burden on the country’s healthcare
system, costing it approximately RM2.04 billion in 2011 alone
[7]. Due to the association between diet and diabetes [8], food
journaling applications can improve T2DM disease outcomes
by helping users to plan and monitor their diet. The use of
food journaling software and other related nutritional tracking
applications is an emerging approach that may improve an
individual TD2M management outcome [9], [10], [11]. For
instance, Diabetes Notepad was developed to assist diabetics
in managing the disease via self-care through diet monitoring,
leading to an improved clinical outcome of diabetes in Korea
[12]. In Malaysia, despite a consensus that having mobile food
journaling app with image-snapping feature would be highly
desirable to help with T2DM management, more than half
of the people surveyed were unaware of such dietary logging
applications [13].

In this paper, we present a new food journaling application
tailored to the Malaysian demography. The challenges in devel-
oping the application are non-trivial. Because the onset T2DM
is strongly linked to environmental, sociodemographic and
cultural factors [14], an effective food journaling application
should be contextualised to its target population and capable of
recognising nutritional components of local diets (e.g. Diabetes
Notepad is targeted at South Korean demography). Many
food databases still contain inconsistent or missing nutritional
content of certain food makes it difficult to estimate one’s
nutritional intake [9]. For instance, they may not sufficiently
document non-standard food types such as restaurant food,
ethnic food, food prepared by friends and party food. It is
therefore important to develop a solution which focuses on a
specific demography such as Malaysia.

Our contributions are two-fold. First, we propose a new
mobile food journalling application that uses a convolutional
neural network (CNN) architecture to enhance the classifica-
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tion of food images taken with mobile phones. The amount
of calorie intake from the classified food is automatically
calculated for the users to help with personal diet planning
and monitoring, which is crucial in managing such chronic
diseases as T2DM. Second, we propose a way to enhance the
performance of the classification model via transfer learning, a
strategy that appears to work well on non-conventional images
of local Malaysian food.

The remaining of this paper is organized as follows. Section
II reviews some related work, with a specific appreciation of
food journalling app development in Malaysian context. Sec-
tion III describes the proposed system architecture, software
components, and the method for training CNN classifier. In
Section IV, we explain our experiments and report the results.
Section V summarises and discusses the experimental results.
The limitations of the system are described in Section VI.
Section VII concludes this paper.

II. RELATED WORK

A. Food Recognition and Classification

Food recognition and classification algorithms form the
internal machinery of food journaling apps, executed as part of
the food entry workflow that reduce the burden of food entry
by users. Convolutional Neural Networks (CNNs) are a popular
method for food classification due to their increased efficacy
over traditional machine learning-based approaches [15].The
success of CNNs can be attributed to transfer learning, where
a model that is pre-trained on a large-scale image dataset such
as ImageNet is retrained on a different dataset [16], [17].

There are several existing works in the literature that
apply transfer learning to train CNN-based food classifica-
tion models [15], [18], [19], [20], [21]. Meyers et al. [19]
developed Im2Calories, a food diary application that uses an
ensemble of CNN classifiers for food detection, classification,
segmentation, and volume estimation. Their system is able to
detect food from 23 different restaurants as well as perform
general food detection. Pan et al. [20] proposed DeepFood
which leverages CNN-based transfer learning algorithms for
deep feature extraction. The author’s goal is to classify fresh
food ingredient images indexed in the Mealcome image dataset
[22]. In the most recent example, Sahoo et al. [21] developed
FoodAI, a CNN model trained to classify various dishes with
a focus on food found locally in Singapore. The model is able
to predict a wide variety of Singaporean and South-East Asian
dishes, recognizing 756 distinct food classes.

B. Food Journaling Apps Development in Malaysia

There is limited documentation of food journaling apps
that specifically target T2DM management for Malaysian
population. A recent survey of mobile diabetes management
apps showed that existing apps focused only on reporting and
setting reminders for meal time, without automatic food recog-
nition ability [23]. Where automatic food image recognition
is available, it is not in the context of TD2M management.
For instance, [24] used artificial neural network to recognise
five different types of Malaysian traditional dessert: curry puff,
‘kuih ketayap’, ‘kuih kosui’, red tortoise cake, and ‘putu pir-
ing’. Calories were subsequently computed from the detected
food images but no implication of T2DM management was

documented. The algorithm reported 80% food recognition
accuracy. [13] proposed a food journalling app that uses
deep neural network model trained with InceptionV3 and
MobileNetV2 on Food-101 dataset. Although the app was
designed to assist T2DM management, it is does not provide
the capability to automatically compute calorie amount based
on classified images.

III. METHOD

In this section, we describe the internal workings of our
proposed food journalling app. Fig. 1 overviews the essential
workflow of the app. The user snaps a picture of food item,
which is sent to a web server running the food image clas-
sification algorithm. The classification result is subsequently
returned and displayed to the user, who then confirms the
food type and provides further information about the amount
of food that was consumed. The app relays these information
back to the server, which computes and returns the estimated
consumed calories. Fig. 2 shows the technology components
used for the development of the app.

Fig. 1. Workflow of the Proposed Food Journalling App.

A. Food Dataset

The food image classifier forms the backbone of the app.
To construct an initial dataset for training the model, we
combined images from the Food-101 [25] and Malaysian
Food 111 datasets. Several food categories regularly con-
sumed by Malaysians have previously been identified by [26].
These include cereal products, beverages, fruits and vegetables,
confectioneries, meat products, fish products, milk products,

1https://www.kaggle.com/karkengchan/malaysia-food-11
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Fig. 2. Technology Components Used by the Proposed App.

condiments, eggs, legumes, and spreads. We use these cate-
gories to select food classes from the two datasets for training
the model. An additional local noodle dish from Sarawak, kolo
mee, is included in the dataset. The kolo mee food images were
scraped from the web.

In cases where both the Food-101 and Malaysian Food 11
datasets have overlapping food classes (fish and chips, fried
rice and hamburger), the images from the Malaysian food
dataset are used for training the model and the Food-101
images are discarded. This is to reduce the class imbalance
in the dataset while also ensuring that the training images are
as visually similar as possible to the way the local dishes are
prepared. The apple pie and kolo mee classes were manually
processed for reasons explained later. One image was removed
from the Nasi Lemak class due to corruption. The remaining
food classes were used without any further preprocessing.
The final dataset consists of 31335 images across 32 classes.
Details of the food dataset for training the model are shown
in Table I.

B. Model Training

We implemented the CNN using the Keras deep learning
framework with TensorFlow 2.2 backend and trained it on
the dataset. To shorten the training duration and improve the
model’s performance, transfer learning is used for training
the model. Transfer learning allows for the features learnt in

TABLE I. FOOD CLASSES SELECTED FOR TRAINING THE MODEL

Food Class Images Food Categories
Apple Pie 883 Confectionaries

Caesar Salad 1000 Fruits & Vegetables
Chocolate Cake 1000 Confectionaries

Donuts 1000 Confectionaries
Dumplings 1000 Meat, Fruits & Vegetables

Fish and Chips 1000 Fish
French Fries 1000 Fruits & Vegetables

Fried Noodles 1000 Cereal
Fried Rice 1000 Cereal

Garlic Bread 1000 Cereal
Hamburger 1000 Meat

Hot Dog 1000 Meat
Ice Cream 1000 Confectionaries

Kaya Toast 1000 Cereal, Condiments
Kolo Mee 473 Cereal, Meat

Laksa 1000 Cereal
Lasagna 1000 Cereal

Mixed Rice 1000 Cereal, Meat, Fruits & Vegetables
Nasi Lemak 999 Cereal
Onion Rings 1000 Fruits & Vegetables

Pancakes 1000 Cereal
Peking Duck 1000 Meat

Pizza 1000 Cereal, Meat
Popiah 1000 Meat, Fruits & Vegetables
Ramen 1000 Cereal

Roti Canai 1000 Cereal
Satay 1000 Meat

Spaghetti Bolognese 1000 Cereal, Meat
Spaghetti Carbonara 1000 Cereal, Meat

Steak 1000 Meat
Tiramisu 1000 Confectionaries

Waffles 1000 Confectionaries

one domain to be transferred into another domain, such that
the resulting performance on the new domain is improved, as
opposed to training a new model from scratch [27], [28].

Fig. 3. CNN and Transfer Learning Architecture

Fig. 3 illustrates our CNN and transfer learning training ar-
chitecture. The base model used for transfer learning is VGG16
[29], initialized with weights pre-trained on the ImageNet
dataset [17]. The weights of the convolutional layers were
frozen so that they do not update, while the fully connected
layer of the model was replaced with three fully-connected
layers with widths of 1024, 1024, 1024, and 512, respectively,
and the output layer was also updated to 32 classes.

The images in the dataset are split into three: 60% for
training, 20% for validation and 20% for testing. In order to
prevent the model from overfitting, the images in the training
set were augmented. Image augmentation allows the model
to generalize better by applying a random transformation on
the images according to certain parameters as they are being
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fed into the model during training [30]. The parameters used
for augmentation of the test images that produced the best
performing model are the following: image rotation between
−90 and 90 degrees, random horizontal flipping of the images,
varied brightness ranging between 75% to 100%, and image
size rescaling between 80% to 100%.

The model was trained on a local machine equipped with
an Nvidia GTX 1060 6GB GPU. Training was performed in
three steps with different learning rates and a fixed batch size
of 50. The initial learning rate was set to 1 × 10−4 and the
model was trained until the accuracy stopped increasing. When
the accuracy stopped increasing, the learning rate was updated
and the training step was resumed. The learning rate for the
second and third training steps were 1 × 10−5 and 1 × 10−6

respectively. A complete model takes an average of 6 hours to
train. The best performing model achieved a top-1 accuracy of
76.77% and a top-5 accuracy of 94.37%.

IV. EXPERIMENT AND RESULTS

A. Initial Results

During the initial training of the model, the original apple
pie images from the Food-101 dataset (1000 images) were used
without any manual preprocessing. However, during testing of
the model, it was found to have performed poorly in predicting
apple pie images, with an accuracy of 53.5%.

Upon inspection of the apple pie images, we hypothesized
that the model’s below average performance was due to a
portion the images in apple pie class that poorly represented
the features of the food class. In order to confirm this hypoth-
esis, we retrained the model after manually preprocessing the
images to remove images that were suspected to be causing
the model’s poor performance. Three categories of images
were identified and removed from the apple pie image class:
non-food images, incorrectly labelled images, and images that
poorly represent the food class, which includes images where
the apple pie is mostly blocked from view or are mixed with
different food classes. Fig. 4 shows a sample of the removed
images. A total of 117 images were removed from the dataset
and the model was retrained. The images in the other 31 classes
of the dataset remain unchanged.

Fig. 4. The Images Removed During Preprocessing of the Apple Pie Class
Includes Severely Occluded Images (a, b), Non-Food Images (c, d), and

Other Food Images (e, f).

TABLE II. IMAGES MISCLASSIFIED BY THE MODEL WHEN TRAINED
WITH THE UNPROCESSED AND PREPROCESSED DATASETS. THE FOOD

CLASSES WITH FEWER MISCLASSIFICATIONS ARE HIGHLIGHTED.

Class Unprocessed Preprocessed

All Food Classes 93 72
Caesar Salad 1 1

Chocolate Cake 4 3
Donuts 5 3

Dumplings 3 2
Fish and Chips 2 2

French Fries 0 0
Fried Noodles 0 0

Fried Rice 1 3
Garlic Bread 6 3

Hamburger 1 1
Hot Dog 5 6

Ice Cream 7 4
Kaya Toast 8 4

Kolo Mee 1 0
Laksa 0 0

Lasagna 2 5
Mixed Rice 0 2
Nasi Lemak 3 0
Onion Rings 2 3

Pancakes 12 4
Peking Duck 6 3

Pizza 3 1
Popiah 0 5
Ramen 0 0

Roti Canai 3 7
Satay 2 0

Spaghetti Bolognese 0 0
Spaghetti Carbonara 1 0

Steak 0 0
Tiramisu 10 8

Waffles 5 2

After retraining using the preprocessed apple pie class,
the model’s performance on apple pie images noticeably
improved from 53.5% to 59.32%. Table II shows the incor-
rect classifications of the two models, where Unprocessed
denotes the model trained on the original 1000 apple pie
images and Preprocessed denotes the model trained on the
preprocessed apple pie images. There is an overall reduction
in misclassifications observed in the retrained model. In the
table, the model which made fewer misclassifications on a
specific food class is highlighted. Several of the classes with
the largest improvements observed are those which share visual
similarities (pancakes and kaya toast), and ice cream, which
is commonly served as a topping or alongside an apple pie.

Additionally, the retrained model was found to have mis-
classified fewer non-apple pie images as an apple pie despite
the images in the other food classes remaining unchanged.
The total number of images from the other food images which
were incorrectly classified as apple pie was reduced from 93
to 72. These results suggest that the model’s accuracy can
be further improved by manually processing the images in the
remaining food classes to ensure that each image in the dataset
significantly represents the features of their respective classes.

B. Effects from Incorporating Additional Local Food Classes

Seven additional food classes were included to the dataset
in order to increase the model’s coverage of local food classes,
namely: Ais Kacang, Ayam Pansuh, Beef Noodle Soup, Boiled
Eggs, Fried Eggs, Kampua Noodles, and Layer Cake. The
new images were obtained by scraping the web and manually
processing the images to remove unrelated images. We trained
two models on the new dataset, one with the same parameters
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TABLE III. PREDICTION ACCURACY FOR THE MODELS TRAINED ON THE
UPDATED DATASET WITH AND WITHOUT FOCAL LOSS (FL). THE

COLUMNS WITH HIGHER ACCURACY ARE HIGHLIGHTED

Food Class Images Accuracy (No FL) Accuracy (FL)
Ais Kacang 435 80.46% 72.41%

Ayam Pansuh 120 58.33% 66.67%
Beef Noodle Soup 520 73.08% 76.92%

Boiled Eggs 623 87.20% 85.60%
Fried Eggs 398 81.25% 77.50%

Kampua Noodles 292 63.79% 63.79%
Layer Cake 669 91.04% 86.57%

Model Accuracy 34412 75.51% 74.17%

as the original model, and another using focal loss optimizer
[31]. The focal loss optimizer is introduced in an attempt to
account for the high class imbalance in the new food classes.
Focal loss puts greater focus on the classes that the model has
difficulty classifying during the training process. The images
contained in each class and the results of the two models are
shown in Table III.

Upon evaluation of the two new models, the model trained
using the same parameters as described in Section III-B
achieved an accuracy of 75.51% whereas the model using
the focal loss optimizer achieved an accuracy of 74.17%. The
lower accuracy of the two new models can be attributed to
the class imbalance of the newer classes due to a lack of
available images on the web. The results of both models are
shown in Table III. The model with focal loss is observed
to perform better in classifying Ayam Pansuh, which has the
greatest class imbalance of all the food classes. Although focal
loss is observed to allow for higher performance on the highly
imbalanced class, the model performs poorer in classifying the
other food classes in the dataset.

C. Sample Use Case

In this section, we describe the meal recording process on
the web application. In order for users to use the application,
they must first register an account and log in.

Fig. 5(a) and 5(b) shows the account creation and log in
interfaces. After the user has logged in to the application, they
can begin tracking their meals and view their meal history via
the Smart Diet Watcher module. The module is accessible from
the application’s main menu as shown in Fig. 5(c).

The first step in the meal logging process is uploading an
image of the meal. Fig. 5(d) shows the meal creation interface
for uploading a meal image. The user can choose between
taking a photo of the meal or choosing an image from the
device. The meal image that the user has selected is previewed
before upload.

After uploading the meal image, the user can add food
items to the meal. Fig. 6(a) shows the interface for adding food
items to the meal. The food item suggestions are provided by
the model’s predictions based on the food image. Users can
add multiple food items to the meal in cases where the food
image contains multiple dishes. Once food items are added to
the meal, users can edit or delete them as shown in Fig. 6(b).
The user can optionally record their blood glucose levels after
the meal.

Once the user has completed logging their meal, they can
view a summary of the recorded meal as shown in Fig. 6(c).

Fig. 5. (a) Shows the Account Creation, (b) Shows the Login Interface, (c)
Shows the Main Menu Interface, and (d) Shows the Meal Creation Interface.

The meal summary shows the food items contained in the
meal image, the meal’s nutritional value and the user’s blood
glucose level after the meal. The nutritional values shown in
the meal summary is calculated based on the percentage of
each consumed food item that was set by the user. The baseline
nutritional values that are used for the nutrition calculations are
based on the amount of a single full portion serving. Lastly,
the user can view their past meal records from the meal history
menu as shown in Fig. 6(d).

V. DISCUSSION

To summarise, we trained a CNN model to predict food
items found locally in Sarawak, Malaysia. Two publicly avail-
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Fig. 6. (a) Shows the Interface for Adding Food Items, (b) Shows the
Interface for Updating Food Items and the Post-Meal Blood Glucose Record,
(c) Shows a Summary of the Meal, and (d) Shows the Meal History Menu.

able food datasets, Food-101 and Malaysian Food 11 datasets,
were used for the initial model training. This was followed by
incorporating local food items that were scraped from the web.

Upon training the initial model, we found that the apple
pie food class was poorly performing. Thus, we investigated
the effect of further preprocessing the images to improve the
model’s performance. We removed poor quality and unrelated
images from the dataset, retrained the model and reported the
effects of the preprocessing step in detail, shown in Table II.
There was an improvement in accuracy despite the smaller
number of training images, which is likely due to the images
in the preprocessed dataset better representing the apple pie

class.

Next, we incorporated images of local Sarawakian food
items scraped from the web into the dataset and retrained
the model. Due to concerns of class imbalances for the web
scraped images, focal loss was introduced. We explored the
effect of focal loss on the model’s performance, as shown
in Table III. Interestingly, we found that the model without
focal loss performed better overall, achieving a higher accuracy
on most of the web scraped food classes despite the class
imbalance. One notable case however is the Ayam Pansuh class
which is severely imbalanced. The results obtained indicates
that while focal loss is generally expected to improve perfor-
mance when there is a class imbalance, it may be beneficial to
train another model that does not implement focal loss as well
in case the use of focal loss unexpectedly results in a poorer
performing model.

VI. LIMITATIONS

Currently, the number of food classes that the model can
predict is limited. We plan to expand the total number of food
classes that the model can predict by collecting local food
images and using them to retrain the model. Our final goal
is for the model to recognize most local food consumed in
Malaysia.

The model’s performance has been shown to improve
through manual preprocessing of the apple pie class, indicating
that there is a possible performance gain if all the images
were manually processed. In particular, FoodAI [21] managed
to achieve a top-1 accuracy of 83.2% where the authors put
significant effort into manual inspection of the food images
by domain experts while constructing the dataset. However,
in our case, time and resource constraints limit the manual
preprocessing of the dataset. This limitation can be addressed
in future work by looking into methods of automating the
dataset preprocessing via CNN-based feature extraction and
clustering [32] to group visually similar images for batch
labeling.

VII. CONCLUSION

In this paper we implement a food classification model
with a CNN-based architecture. Transfer learning was applied
to boost the model’s performance and reduce training time. We
explored the effect of manually preprocessing of the dataset
on the model’s performance. Results indicate that the model’s
performance can be improved further by carefully curating the
images that are used for training the model. In future work,
we plan to expand the food classes that the model can predict
to classify more local Malaysian dishes.
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