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Abstract—Predicting noise pollution from building sites is 

important to take precautions to avoid pollution that harms the 

public. A high accuracy of the prediction model is required so 

that the predicted model can reach the true value. Forecasting 

models must be built on solid historical data to achieve high 

forecasting accuracy. However, data collected through various 

approaches are subject to ambiguity and uncertainty, resulting in 

less reliable predictive models. Therefore, the data must be 

handled accurately, to eliminate data uncertainty. Standard data 

processing processes are easy to use but do not provide a 

consistent method for dealing with this ambiguous data. 

Therefore, a method to deal with data containing uncertainty for 

forecasting purposes is presented in this paper. A new technique 

for providing uncertainty-based data preparation has been 

employed to develop an ARIMA-based model of environmental 

noise pollution. During the data preparation stage, the standard 

deviation approach was used. Prior to the development of the 

prediction model, it is crucial to manage the fuzzy data to 

minimize errors. The experimental findings show that the 

suggested data preparation strategy can increase the model's 

accuracy. 

Keywords—Noise pollution; forecasting; ARIMA; uncertainty; 

standard deviation 

I. INTRODUCTION 

One of the environmental challenges that has an impact on 
people's quality of life and well-being is noise pollution. 
Regular exposure to high levels of noise that might be 
damaging to people or other living beings is referred to as 
noise pollution [1] – [2]. Transportation noise, construction 
noise, manufacturing noise, and other extreme noise sources 
can all contribute to noise pollution [3] – [4]. Noise pollution 
has a long-term and short-term impact on human health, 
particularly hearing and mental health [5]. This causes 
awareness and action must be taken by the parties involved so 
that the effects of excessive noise do not cause emotional, 
mental, and physical health problems of people around the 
place involved. 

Because diverse sounds occur on the construction site, the 
noise intensity might be extremely dangerous. Sound standard 
limits established by the Occupational Safety and Health 
Administration (OSHA) need ambient measurement. Noise 
levels at a construction site might vary based on the type of 
project and its stage of completion, whether indoors or outside 

[6] – [7]. As the stage is completed, all activities on the 
building site change. This demonstrates that noise levels at a 
given stage are not consistent; they can be low or high [8] – 
[9]. Early stages of a construction site project, for example, 
include carpenters, cement workers, steelworkers, roofers, and 
bricklayers. Carpenters, ventilation installers, electricians, and 
plumbers begin their work in the following stages at the same 
time as drywallers, painters, and floor and ceiling installers. 
Depending on the task at hand, each of these stages employs a 
different set of tools. This will result in a wide range of noise, 
some of which is hazardous if it exceeds the standard noise 
limit [10]. 

Noise pollution has developed as a major environmental 
issue with substantial implications that are both stressful and 
harmful to one's health. Efforts must be made to reduce 
pollution. As with noise pollution, management must 
determine what steps should be taken to limit emissions. 
Forecasting is necessary for stakeholders to make better 
decisions and establish data-driven initiatives. It boosts 
management's confidence in making critical decisions. Because 
forecasting has become an important aspect of the planning 
process, particularly strategic planning, the establishment of a 
noise pollution forecasting model is critical [11]. To a large 
extent, the accuracy of management decisions is dependent on 
precise forecasting. Noise pollution projections are the 
foundation for efficient pollution management strategies as a 
preventive measure [12]. Much development of forecasting 
models has been done with noise pollution [13, [14], [15]. 
Noise prediction in construction sites [12], [16]. Statistical 
techniques, data analysis, and data mining are also used to 
model forecasts for noise pollution. Statistical techniques, data 
analysis, and data mining are also used to model forecasts for 
noise pollution. The findings of the study have supported this 
issue although improvements are needed to study other issues 
that arise. 

Noise pollution data may involve uncertainty due to 
measurement error produces during pollution exposure 
assessment [17]. The measurement error is characterized by 
instrument imprecision and spatial variability [18]. Fault during 
measuring instruments in the technique used in the experiment 
give rise to uncertainty involvement in data collection [19]. 
Since most of the data comes from secondary sources, it could 
have problems with validity, bias, and representation. These 
problems could all lead to data inaccuracies and inefficient 
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forecasting models [20]. In short, the collected data or 
measured value contains uncertainty. When the data with 
uncertainty is analyzed to build a forecasting model, the 
uncertainty is carried through to the results, and thus reduces 
the model’s accuracy. Handling uncertainty in data is one of 
the main challenges in forecasting. A widely used method to 
address the uncertainty lies in fuzzy theories [21]. Uncertainty 
involving noise pollution data has successfully used the fuzzy 
theory as a solution. Many studies have been produced with 
new solution model variants using fuzzy and hybrid concepts 
with other techniques [22] – [24]. 

Most studies in the literature focus on model development 
rather than data preparation. Good models, on the other hand, 
are often made from good data. Minimizing data collection and 
preparation errors can assist in the development of more 
accurate prediction models. Measuring the data collection 
accuracy is crucial to lower the chance of hidden errors in the 
created model. This paper proposes a systematic data 
preparation strategy for dealing with uncertainty during data 
preparation for forecasting, as measurement inaccuracy might 
have substantial implications for understanding noise pollution 
predictions. Time-series are used to store single-point data 
values and are best suited for classic time-series analysis 
techniques like autoregressive. The presence of underlying 
uncertainties, however, makes standard analysis ineffective in 
dealing with such data [25]. Considering this, addressing data 
uncertainties during data preparation is necessary as a stage in 
developing forecasting models. To solve the issues, this 
research introduces a new method of time series data 
preparation by modifying the spread of the symmetry 
triangular fuzzy number in the construction of autoregressive 
models. 

In this paper, an experimental design for predicting ambient 
noise pollution by using ARIMA is established. In the data 
preparation stage, improvements were made due to the 
presence of fuzzy data. To obtain acceptable fuzzy values 
before building a prediction model, a systematic data 
preparation approach involving the translation of fuzzy data 
from a non-fuzzy number to a fuzzy number is required. The 
development of a triangular fuzzy number (TFN) that 
overcomes measurement uncertainties is offered as a 
systematic approach. To generate a triangular fuzzy number 
symmetry in the noise pollution data set, this strategy uses the 
standard deviation method to detect the triangle spread. Focus 
is placed on the preparation of fuzzy data and model 
forecasting, both of which are critical to explore to improve 
prediction value and accuracy. 

The remainder of the paper is divided into the following 
subsections. Section 2 provides the theoretical foundations of 
this work, which include ARIMA and the triangular fuzzy 
number. Section 3 provides a description of the ARIMA-fuzzy 
solution approach. The proposed strategy is illustrated 
empirically in Section 4 using data on noise pollution. A few 
final observations are made in Section 5 to wrap things up. 

II. RELATED WORK 

The ARIMA model has three parameters, 𝑝 , 𝑑 , 𝑞 
respectively corresponding to AR, I, MA. These three 
parameters affect the performance of ARIMA. In the 

Autoregressive (AR) model, the current value of a variable is 
equated with the weighted sum of a set of part values and a 
completely random variation with the previous process and 
shock values. The 𝑝𝑡ℎ  order autoregressive model AR(p), 
representing the variable 𝑦𝑡 is generally written as follows: 

𝑦𝑡 = 𝑐 + 𝜙1𝑦𝑡−1 + 𝜙2𝑦𝑡−2 + ⋯ + +𝜙𝑝𝑦𝑡−𝑝 + 𝑒𝑡          (1) 

where 𝑐  is constant, 𝑒𝑡  is white noise (error), and 𝑦𝑡−1 , 
𝑦𝑡−2, … , 𝑦𝑡−𝑝 are past series. The process at some point in time 

is the result variable in AR (1), and 𝑡 is only related to line 
periods that are one period apart. 

𝐼 is the number of times the differential sequence must be 
repeated until it reaches a stationary state. For the ARMA 
model to work, it must be stationary. 

Meanwhile, a common strategy for modeling univariate 
time series is the moving average (MA) process. The output 
variable of the moving-average model is defined as being 
linearly dependent on the current and various historical values 
of a stochastic (imperfectly predictable) factor. The 𝑞𝑡ℎ order 
autoregressive model 𝑀𝐴(𝑞) , representing the variable 𝑦𝑡  is 
generally written as Equation (2). 

𝑥𝑡 = 𝜇 + 𝜙1𝑤1 + 𝜙2𝑤2 + ⋯ + 𝜙𝑝𝑤𝑝 + 𝑤𝑡           (2) 

where 𝜇  is the mean of the series and 𝑤𝑡 , 
𝑤𝑡−1, 𝑤𝑡−2, … , 𝑤𝑡−𝑞 are white noise (error). 

A. Triangular Fuzzy Number (TFN) 

The fuzzy number has been introduced to deal with 
imprecise numerical quantities in a practical way [26] and has 
commonly been used by researchers [27]. 

Definition 4: Let 𝑎 , 𝑏 , and 𝑐  be real numbers with (𝑎 <
𝑏 < 𝑐) . Then the Triangular Fuzzy Number (TFN) 𝐴 =
(𝑎, 𝑏, 𝑐) with membership function is as follows: 

𝑦 = 𝑚(𝑥) = {

𝑥−𝑎

𝑏−𝑎
, 𝑥 ∈ [𝑎, 𝑏]

𝑐−𝑥

𝑐−𝑏
𝑥 ∈ [𝑏, 𝑐]

0 𝑥 < 𝑎 𝑎𝑛𝑑 𝑥 > 𝑐

           (3) 

We define TFN as Equation (4), 

�̃� = [𝛼𝑙 , 𝑐, 𝛼𝑟]               (4) 

where 𝑐  is the center, 𝛼𝑙  is the left spread, and 𝛼𝑟  is the 
right spread of the TFN. Symmetry TFN �̃� has the same spread 
where 𝑐 − 𝛼𝑙 =  𝛼𝑟 − 𝑐, and is denoted as: 

�̃� = [𝑐, 𝛼]              (5) 

𝛼 is the spread of triangular fuzzy numbers. If 𝛼 = 0, �̃� is 
a non-fuzzy number. 

The information provided is utilized to create ARIMA 
forecasting models with data that has been processed using 
fuzzy methods. The data used to build the ARIMA prediction 
model must first be pre-processed with triangular fuzzy 
numbers since it contains fuzzy elements. From previous 
literary works, fuzzy theory has been successfully applied 
widely in various case areas to reduce uncertainty and 
inaccuracy. However, few studies have clarified the details of 
fuzzy data preparation, which addresses data uncertainty. 
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Typically, expert definitions are used to define fuzzy numbers 
to address ambiguity. The definition of an expert, on the other 
hand, may be difficult to obtain and inconsistent, making it a 
difficult effort. Thus, in this study, a standard approach has 
been introduced to address uncertainties during data 
processing. The next section will describe the ARIMA 
prediction experiment that uses triangular fuzzy numbers as the 
data preparation method. 

III. FUZZY ARIMA MODELING 

The process of cleaning and converting raw data prior to 
processing and analysis is known as data preparation. 
Reformatting data, making data adjustments, and integrating 
data sets to enrich data are all part of this crucial stage before 
processing. For data specialists or business users, data 
preparation may be time-consuming, but it is critical to place 
data in context to turn it into insights and reduce bias caused by 
poor data quality. 

 

Fig. 1. Design of Experiment for ARIMA based Fuzzy Data Preparation. 

The steps for building ARIMA with standard deviation-
based symmetry triangular fuzzy number, ∆𝑠  is explained as 
follows: 

Step 1. Select times series datasets as input data. Table I 
shows the input data format. 

TABLE I. INPUT DATA FORMAT 

Data 1 2 … 𝑛 

Input 𝑦1 𝑦2 … 𝑦𝑛 

Step 2. Construct a fuzzy number of symmetrical triangles 
with spreads generated by the standard deviation method, ∆𝑠. 

1) Generate spread, 𝑆 : In Equation (6), a fuzzy time-

series data �̃�𝑡
𝑠 at a time, 𝑡 is written with symmetry triangular 

fuzzy number data. 

�̃�𝑡
𝑠 = [𝑦𝑡 − 𝑠, 𝑦𝑡 , 𝑦𝑡 + 𝑠]             (6) 

where 𝑦𝑡 is time-series data at a time, 𝑡(𝑡 = 1,2, … , 𝑛) and 
∆𝑠 is the triangular spread based on the standard deviation of 
the dataset. The concept of standard deviation, which measures 
the spread of data, strikes at the core of this strategy. 

2) Forecast generated spread using statistical software. 

3) Find center value for symmetry triangular fuzzy 

number,�̃�
𝑡

𝑠
. 

The center value for the symmetry triangular fuzzy number 
is computed as follows: 

�̃�
𝑡

𝑠
=  0.5(�⃐�𝑡

𝑠 + �⃑�𝑡
𝑠)             (7) 

where �̃�
𝑡

𝑠
 represent a center point for the triangle. �⃐�𝑡

𝑠and �⃑�𝑡
𝑠 

represent left predicted value and right predicted value, 
respectively. Table II shows the data format of the center point 

for symmetry triangular fuzzy number, �̃�
𝑡

𝑠
. 

TABLE II. DATA FORMAT FOR CENTER POINT , �̃�
𝑡

𝑠
 

𝒚𝒕 𝒚𝟏 𝒚𝟐  𝒚𝒏 

�̃�
𝑡

𝑠
 �̃�

1

𝑠
 �̃�

2

𝑠
  �̃�

𝑛

𝑠
 

Step 3. Calculate the Mean Squared Error (MSE). 

The results are analyzed after all of the datasets have been 
tested. MSE is used to evaluate the accuracy's performance. 
The MSE for each 𝑦𝑡

𝑠 is calculated using Equation (8). 

𝑀𝑆𝐸 = ∑
(𝑦𝑡−�̃�𝑡

𝑠
)2

𝑛

𝑛
𝑖=𝑛              (8) 

where 𝑦𝑡 is a time-series data and �̃�
𝑡

𝑠
 are a predicted times 

series data at a time, 𝑡(𝑡 = 1,2, … , 𝑛) and 𝑛 is a sample size. 

Step 4. Calculate the Root Mean Square Error (RMSE) 

The RMSE is also calculated to help with the analysis. The 
RMSE for each 𝑦𝑡

𝑠 is calculated using Eq. 9. 

𝑅𝑀𝑆𝐸 = √𝑀𝑆𝐸 = ∑
(𝑦𝑡−�̃�𝑡

𝑠
)2

𝑛

𝑛
𝑖=𝑛             (9) 

where 𝑦𝑡 is a time-series data and �̃�
𝑡

𝑠
 are a predicted times 

series data at a time, 𝑡(𝑡 = 1,2, … , 𝑛) and 𝑛 is a sample size. 

Step 5. MSE and RMSE values are used to validate 
ARIMA with ∆𝑠 accuracy. The model with the least MSE and 
RMSE has a higher prediction accuracy. 

Model building refers to the process of deciding what 
model to use for the context. Sometimes, existing well-
supported theory or knowledge guides the choice of model, but 
sometimes the choice needs to be made empirically, which is 
based on real data. Ordinary Least Squares (OLS) is a linear 
regression technique utilized in this study to infer the 
association between a variable and an outcome, especially 
when other factors are present. The coefficient and constant of 
linear regression are calculated using OLS and used to 
construct a linear regression model. When employing interval 
data, the method for obtaining the center point is critical for the 
validation phase. 

The ARIMA model is built with fuzzy number production 
from a single point value to resolve uncertainties, as indicated 
in the systematic methods described in this section. Because 
crisp reliability is insufficient to grasp data-inbuilt 
uncertainties, this phase is critical during the data preparation 
process [28] – [29]. 
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IV. EXPERIMENTAL RESULT AND DISCUSSION 

Noise data collected at the construction site were used to 
evaluate the performance of the methods proposed in this 
section. The ARIMA model of this data set is ARIMA (1.0,0). 
The data set used has 1000 data points and covers the period 
from March 1, 2020, to March 31, 2020. Data was collected 
using a web-based Environmental Site Monitoring (IoT) 
System [30]. The technology is designed to monitor ambient 
noise throughout the day and provide real -time sound updates. 
Favoriot platforms collect and store data on cloud servers. 

Step 1. Select noise time-series datasets. Table III shows 
noise datasets. 

TABLE III. NOISE DATASETS 

Data 1 2 … 999 1000 

Noise 74 58.8 … 81.5 80 

Step 2. Build symmetry triangular fuzzy number based on 
Standard Deviation method, ∆𝑠. 

1) Generate spread, 𝑆: The standard deviation approach 

(see Section 3 step 2) is used to calculate the spread of 

symmetry triangular fuzzy numbers, which is based on Eq (6). 

(�⃐�𝑡
𝑠, 𝑦, �⃑�𝑡

𝑠)  represents a symmetrical triangle fuzzy number 

with a standard deviation-based spread. Table IV depicts the 

range of possible numbers of fuzzy symmetrical triangles. 

TABLE IV. SYMMETRY TRIANGULAR FUZZY NUMBER SPREAD 

𝒏 𝒚𝟏 𝒚𝟐 … 𝒚𝟗𝟗𝟗 𝒚𝟏𝟎𝟎𝟎 

�⃐�𝑡
𝑠 66.6956 51.4956 … 74.1956 72.6956 

�⃑�𝑡
𝑠 81.3044 66.1044 … 88.8044 87.3044 

2) Forecast generated spread using statistical software. 

The predicted result for the spread shown in Table V. 

TABLE V. PREDICTED RESULT FOR THE SPREAD OF SYMMETRY 

TRIANGULAR FUZZY NUMBER 

𝒏 𝒚𝟏 𝒚𝟐 𝒚𝟑 … 𝒚𝟐𝟑 

�⃐�𝑡
𝑠 - 12.7987 12.9442 … 14.6047 

�⃑�𝑡
𝑠 - 14.1413 14.2848 … 15.9473 

3) Find the center value of symmetry triangular fuzzy 

number, �̃�
𝑡

𝑠
 using Eq. (7). To calculate the MSE, the predicted 

value is transformed from the symmetry triangular fuzzy 

number to a single point. Table VI shows the symmetrical 

triangle fuzzy number's center value. 

TABLE VI. CENTER POINT VALUE FOR THE SPREAD OF SYMMETRY 

TRIANGULAR FUZZY NUMBER 

𝒚𝒕 𝒚𝟏 𝒚𝟐 𝒚𝟑  𝒚𝟗𝟗𝟗 𝒚𝟏𝟎𝟎𝟎 

�̃�
𝑡

𝑠
 - 74.5032 64.6617 … 77.6864 77.3949 

Step 3. The MSE for the noise data is calculated based on 
Eq. (8), and then presented in Table VII. 

TABLE VII. MSE FOR NOISE DATA 

Data   

Training 33.8190 19.6161 

Testing 33.8194 17.0045 

Step 4. The RMSE for the noise data is calculated based on 
Eq. (8), and then presented in Table VIII. 

TABLE VIII. RMSE FOR NOISE DATA 

Data ARIMA 𝑨𝑹𝑰𝑴𝑨∆𝒔 

Training 5.8154 4.4401 

Testing 5.8154 4.1339 

Step 5. Validate ARIMA with ∆𝑠 accuracy based on MSE 
and RSME. 

The MSE and RMSE results are compared to verify the 
correctness of the prediction error. This proposed method is 
also compared to traditional autoregressive ( 𝐴𝑅 ), 
autoregressive with standard deviation based ( 𝐴𝑅∆𝑠

), and 

conventional autoregressive moving average methods 
(𝐴𝑅𝐼𝑀𝐴). Table IX summarizes the MSEs for the noise data. 

 The MSE and RMSE results are compared to ensure that 
the prediction error is correct. Traditional autoregressive (𝐴𝑅), 
autoregressive with standard deviation based ( 𝐴𝑅∆𝑠

), and 

conventional autoregressive moving average methods are also 
compared to this proposed method (𝐴𝑅𝐼𝑀𝐴). The MSEs for 
the noise pollution data are shown in Table IX. 

TABLE IX. SUMMARY OF MSE 

Data 𝑨𝑹(𝟏) 𝑨𝑹(𝟏)∆𝒔 𝑨𝑹𝑰𝑴𝑨 𝑨𝑹𝑰𝑴𝑨∆𝒔 

Training 52.3412 33.8197 *33.8190 33.8194 

Testing 173.2402 18.1800 19.6161 **17.0045 

* Smallest MSE for Training  

** Smallest MSE for Testing 

The results in Table IX show good enforcement when 
compared to the typical strategy. The proposed technique can 
achieve higher accuracy than traditional AR and conventional 
ARIMA. In the AR model, the proposed technique drove the 
MSE from 173.2402 to 18.10, and in the ARIMA model, it 
pushed the MSE from 19.6161 to 17.0045. To improve the 
outcome, the RMSE approach was also used. The RMSEs for 
the noise pollution data are summarized in Table X. 

TABLE X. SUMMARY OF RMSE 

Data 𝑨𝑹(𝟏) 𝑨𝑹(𝟏)∆𝒔 𝑨𝑹𝑰𝑴𝑨 𝑨𝑹𝑰𝑴𝑨∆𝒔 

Training 7.2347 5.8155 *5.8154 *5.8154 

Testing 13.1949 4.2744 4.4401 **4.1339 

 

* Smallest MSE for Training  

** Smallest MSE for Testing 

The outcomes in Table X surpass those in Table IX and are 
consistent with the standard model. The AR model's MSE may 
be increased from 13.1949 to 4.2744, and the ARIMA model's 
MSE can be increased from 4.4401 to 4.1339 using this 
strategy. The MSE and RMSE decrease as the results improve. 
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It has been demonstrated that symmetric triangular fuzzy 
numbers can be created using standard deviations. As shown in 
Tables IX and X, MSE and RMSE for ARIMA with standard 
deviation based are superior to other techniques. Eqs (9) and 
(10) show the prediction model. 

𝐴𝑅(1) = 𝐴𝑅𝐼𝑀𝐴(1) = 26.59 + 0.70𝑦𝑡−1           (9) 

𝐴𝑅(1)∆𝑠
= 𝐴𝑅𝐼𝑀𝐴(1)∆𝑠

= (24.02,29.17) + 0.65𝑦𝑡−1     (10) 

V. CONCLUSION 

Data preparation is critical and is a necessary step before 
developing forecasting models. Hence, data processing is 
required, and it must be carried out using proper procedures to 
manage data errors. Furthermore, data preparation is critical for 
producing high-quality data. This is done by organising and 
reformatting the data set and ensuring the high quality of the 
data used in the study. A strong forecasting model can only be 
built with high-quality input data; hence this is an essential 
prerequisite. In addition, the provision of data may help 
relevant parties to make better business decisions. This is 
because fast, effective and high-quality business decisions are 
produced when high-quality data is handled, examined and 
processed more quickly and efficiently. 

To address the uncertainties in the data, we describe a 
technique for creating symmetric triangular fuzzy integers with 
standard deviation. It offers a simple and easy-to-implement 
solution. This experiment compares the results of the suggested 
approach using a few different methods. The effectiveness of 
the suggested method has been described and evaluated against 
the current method. The experimental results demonstrate that 
this proposed strategy using symmetric triangular fuzzy 
numbers outperforms the others in terms of predicted accuracy. 
In short, symmetric triangular fuzzy numbers are one of the 
other approaches to improve time series forecasting outcomes, 
particularly in this experiment with noise pollution. 
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