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Abstract—Down syndrome individuals are known as 

intellectually disabled people. Their intellectual ability is 

classified into four categories known as mild, moderate, severe, 

and profound. These individuals have significant limitations in 

learning and adapting skills. Psychologists evaluate mental 

capability of such individuals using conventional intellectual 

quotient method instead of using any technology. The research 

matrix shows most of research has been carried out on analyzing 

neuroimaging, antenatal screening, and hearing impairment of 

individuals. But there is still an obvious gap of evaluating mental 

age using artificial intelligence. We have proposed an artificial 

neural network model, which supervises how software is used to 

obtain dataset using Knowledge Base Decision Support System. 

In a survey (N = 120) individuals examined by psychiatrist, 

medical expert, and a teacher to assess the presence of Down’s 

syndrome by analyzing their physical and facial appearances, 

and communication skills. Only (N = 62) individuals declared as 

Down syndrome. Selected individuals invited to perform mental 

ability assessment using Interactive Mental Learning Software. 

The results of mental age of Down syndrome with a raise in IQ 

from severe to moderate (20% to 35%), moderate to mild (35% 

to 75%) severity were carried out with the help of assessing the 

interactive series of software opinion polls based on comparison, 

logic, and basic mathematical operations using initial IQ (iIQ), 

and enhanced IQ (eIQ) variables input and output parameters. 

Keywords—Artificial Intelligence; Artificial Neural Network 

(ANN); Down Syndrome Individuals (DSI); Interactive Mental 

Learning Software (IMLS) 

I. INTRODUCTION 

The usage of artificial intelligence (AI) in biological fields 
is increasing, but it’s usage in mental disorders is only partial 
[1-2]. Machine learning (ML) supports the integration of 
psychological, clinical, and social aspects when approaching 
the diagnosis of impairments [3]. Artificial intelligence-based 
applications have promptly been developed for psychiatric 
diagnosis [4-9]. Furthermore, AI has enormous potential for 
defining the diagnosis of mental illnesses [10-12]. The purpose 
of this research is to provide a smart way of learning for 
Down syndrome individuals (DSI). Of course, this will be 
helpful for them in practical and professional life, so that they 
can behave independently with less assistance from their 
parents or teachers. Until now, research has been carried out on 
their facial expressions, prediction of their inhibitory capacity, 
and prediction of mental deficiency using clinical technologies, 
but still, no work has been done on learning using artificial 

intelligence technology, which is very important and needs to 
be focused on. Artificial intelligence techniques provide the 
best solution using machine learning and artificial neural 
networks, this work will be explained in section 4.3. 

Born with multiple challenges, Down syndrome individuals 
are part of every society. They are supposed to be a social and 
economic burden on families and society. Down syndrome is 
caused by the presence of an extra copy of chromosome-21. 
The prevalence level of DSI is approximately 1 in every 800 
births [13]. These individuals may have significant cognitive 
impairments and have an intelligence quotient (IQ) ranging 
from 30 to 70 percent. In addition, mental abilities that are 
mostly decreased in these individuals including expressive 
language, memory, and fine motor skills. Such individuals also 
have significant limitations in learning and adapting. Adaptive 
abilities are linked with general mental skills measured with IQ 
[14]. While the quality of life for DS individuals is improving 
in both the educational and social domains [15]. 

The learning process associated with cultural and 
environmental factors is important for DS individuals due to 
their social requirements and independency [16-18]. Hence, 
due to the common difficulties in mental and fine-motor skills, 
the potential of the individual with Down syndrome as a 
learner might be perceived as limited [19-21]. They face 
several different problems in daily life activities while walking, 
talking, chewing, and learning [20]. The learning ability of DS 
individuals is classified into four categories: mild, moderate, 
severe, and profound (Fig. 1). These categories are classified 
according to their mental age. But in general practice, DS 
people are grouped as per their physical age. This classification 
depends on the range of intelligent quotient scores and 
symptoms [14]. 

 
Fig. 1. Level of mental impairment of Down Syndrome Individuals. 
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1) Learn in homogeneous educational environments and 

perform social activities with the least support. 

2) Individuals need partial support from parents and 

teachers to carry out tasks. The practitioners use rehabilitation 

tactics for development ranging from moderate to mild. 

3) This category requires continued learning and support 

to carry out an activity.  

4) Significant deficits in adaptive and functional skills. 

The research plan demonstrates the selection criteria using 
a survey bifurcated into two parts, i.e., general, and 
technological. After seeking the research gap the research 
contributions propose the technical way to evaluating 
unidentified mental age of DS individuals. The research further 
discusses the implementation of software-based ANN model 
(Fig.  2). 

 
Fig. 2. Proposed research plan. 

II. LITERATURE REVIEW 

During the artificial intelligence age of the last decade 
(2012-2022), an essential number of studies have addressed the 
use of AI techniques to support people with intellectual 
disability. The comprehensive literature presents review of the 
highly illustrative research work of the past ten years i.e., 
2012-2022. Furthermore, a research paper matrix is used to 
identify the research gap in the context of the previous decade 
(Table I). 

Vicari et al., Rosen et al., & Hategan et al., [22-24] 
proposed a neuroimaging technique using machine learning 
(ML). Potential bio-supportive artificial intelligence models 
used to predict mental age are based on brain or neuroimaging 
data, which serve as neuroimaging data with ML techniques 
that provide excessive insights for developmental disabilities in 
Down syndrome children. Machine language models were 
proposed using imaging recognition features. Research carried 
out to present knowledge of the neurocognitive, 
psychopathological, and neurobiological assessment and 
treatment of patients with Down Syndrome, which suggested 
rehabilitation as sole effective method for improving cognitive 
and linguistic abilities. 

Amanda Saksida et al., [25] highlighted the problem of 
cognitive and hearing impairment that happened to most DS 
children during early childhood. The authors evaluated the 
effects of hearing impartment on receptive language and 

hearing skills and observed main factors of cognitive decline 
using audiometry testing. In a survey over 41 participants aged 
between 3 and 10 with DS out of 150 excluding individuals 
with serious disorders of language, visionary, and cognitive 
with an IQ of 40, were referred for the audio-logical inspection 
process. Cognitive skills of 17 individuals of 6 years were 
measured. 

Falin H.E et al., [26] presented a machine learning model to 
predict Down syndrome in third trimester antenatal screening. 
The authors used the machine learning (ML) random forest 
model to predict Down's syndrome. In a survey, around 58,972 
pregnant women underwent screening to analyze predictive 
efficiency. The ML model predicted ratio of 66.7% DS, with a 
5% false positive rate in the data set. The model achieved a DS 
detection rate of 85.2%, with a 5% false positive rate. The 
study showed that the ML model expands the DS prediction 
rate with a similar false positive ratio in contrast to the 
laboratory risk model. 

Furthermore, Jojoa-Acosta et al. [27] investigated how does 
a neuropsychological assessment of intellectual functioning in 
people with Down syndrome changes over time. The purpose 
of the research was to predict repressive control capacity using 
a novel data-driven method. A sample of n = 188; 49.47% 
men; and 33.6 ± 8.8 DS adult individuals having mild-
moderate levels of mental retardation was taken into the 
process. Machine learning Random Forest model used to 
support vector machine and logistic regression algorithms for 
the prediction of inhibition capacity. The neuropsychological 
method was applied for data collection of assessment of 
memory skills, language skills, executive functions, and praxis 
was submitted for execution in an algorithm. The outcomes 
reveal that the finest interpreters for inhibition capacity were 
verbal memory, constructive praxis, planning, immediate 
memory, and written verbal comprehension. 

In a research led by Children's National Hospital [28] a 
software device built using machine learning and deep learning 
technology that detects the presence of the genetic syndrome. 
The innovation of a software device helps children without any 
access to specific clinics. The designed software increases 
access and ML technology to predict the syndrome. The 
method detects the existence of genetic syndromes using facial 
photographs. The researchers trained data from 2,800 pediatric 
DS individuals from different countries. 

Similarly, Aida Catic et al. [29] proposed an image 
processing recognition method to identify affected fetuses early 
in pregnancy through accurate genetic testing to provide the 
woman with the preference for the selective continuation of the 
pregnancy or termination. They intend to replace the traditional 
process of chromosome photographs with image processing 
recognition and rule-based classification algorithms. A sample 
of 2500 pregnant women was collected to determine the figures 
of maternal levels. All women underwent an ultrasound 
examination. After the ultrasound examination and maternal 
blood sample, the blood samples were analyzed using the 
Prisca software. Artificial Neural Network expert system 
parameters indicate the tested subject has one of the prenatal 
syndromes or is healthy. 
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TABLE I. RESEARCH PAPER MATRIX (IDENTIFYING RESEARCH GAP) MACHINE LEARNING TECHNIQUES TO ENHANCE THE INTELLIGENT QUOTIENT LEVEL OF 

DOWN SYNDROME INDIVIDUALS 

Paper Author & Year Topic Machine learning Techniques/Methodology 

 
Decision 

Tree (DT) 

Artificial 

Neural 

Network 

(ANN) 

Convolution 

Neural 

Network 

(CNN) 

The Influence of Hearing Impairment on 

Mental Age in Down Syndrome: Preliminary 

Result 

Amanda Saksida 

et al 

October 2021 

Analyzing whether hearing 

impartment has a connection with 
the cognitive problem of Down 

syndrome individuals. 

X X X 

A machine learning model for the prediction of 
down syndrome in second-trimester antenatal 

screening 

Falin H.E et al 

October 2021 

Trimester antenatal screening using 
Machine learning random forest 

model 

X 
✓ 
1RF 

X 

Executive Functioning in Adults with Down 

Syndrome: Machine-Learning-Based 

Prediction of Inhibitory Capacity 

Jojoa-Acosta et 

al 

October 2021 

Machine-Learning-Based Prediction 

of Inhibitory Capacity 

 

X 

✓ 
1RF 
2SVM 
3LRA 

X 

Machine learning tool detects the risk of 

genetic syndromes in children with diverse 
backgrounds 

Children's 
National 

Hospital 

September 2021 

This machine learning technology 

indicates the presence of a genetic 
syndrome from a facial photograph 

X 
✓ 
4DL 

X 

Application of Neural Networks for 

classification of Patau, Edwards, Down, Turner 

and Klinefelter Syndrome based on first-
trimester maternal serum screening data, 

ultrasonographic findings and patient 

demographics 

Aida Catic et al 
2018 

To identify affected fetuses early in 
pregnancy through amniocentesis 

with accurate genetic testing. 

 
 

X ✓ X 

Brain-predicted age in Down syndrome is 

associated with beta-amyloid deposition and 

cognitive decline 

James H. Cole et 

all 

August 2017 

Predict brain age using structural 
neuroimaging data in DS individuals 

X 
✓ 
4DL 

X 

Predicting Age Using Neuroimaging: 

Innovative Brain Ageing Biomarkers 

James H.Cole 

December 2017 

Machine learning supervised model 
for brain age prediction.  The 

predicted brain age was used as a 

metric to statistically relate to other 
measured characteristics of the 

participants 

X 
✓ 
5NI 

X 

A pilot study of the use of emerging computer 
technologies to improve the effectiveness of 

reading and writing therapies in children with 

Down syndrome 

Vanessa G. Felix 

et al 
February 2016 

The tool helps to improve reading 
and writing abilities in Spanish, 

through mobile computing, 

multimedia design, and computer 
speech-recognition techniques 

named HATLE. During the data 

collection survey various assessment 
taken out. Participants were from 6 

to 15 years old. IQ scores were not 

available for any of the participants. 

X X X 

Using Dynamic Bayesian Networks for the 
Prediction of Mental Deficiency in Children 

with Down Syndrome 

Houssem Turki 
et al 

2014 

Proposed a new approach to 
knowledge extraction from temporal 

data. 

X 
✓ 
6DBN X 

Cognition in Down syndrome: a developmental 

cognitive neuroscience perspective 

Jamie O. Edgin 

et al 
January 2013 

The assessment of several functions 
of this region seems relatively less 

impaired than other aspects of 

cognition. Spatial position and 
implicit memory are also less 

affected than an object in location 

binding or episodic memory. 

   

1Random Forest Model 2Support Vector Machine 3Logistic regression algorithms 4Deep learning 5Neuroimaging 6Dynamic Bayesian Networks 

James H. Cole et al. [30] employed a machine learning 
approach to predict mental age of DS individuals using a 
structural neuroimaging dataset (N = 46). The chronological 
age subtracted from predicted age to get a different score of 
brain-predicted age. The research model analyzed the brain-
predicted age calculation at three levels. In the first level, the 
similarity index of the Gaussian Processes (GP) regression 
model using a magnetic resonance imaging (MRI) dataset was 

collected. In the second level model accuracy was assessed for 
differentiating brain-predicted age. In the third and fourth 
levels, testing and brain age were predicted. The authors 
emphasized the need to examine trajectories of change in DS 
individuals to get further information about the likelihood of 
future neurologic decline and negative brain ageing. 

https://www.frontiersin.org/people/u/739125
https://bmcmedgenomics.biomedcentral.com/articles/10.1186/s12920-018-0333-2#auth-Aida-Catic
https://www.sciencedirect.com/science/article/abs/pii/S016622361730187X#!
https://bera-journals.onlinelibrary.wiley.com/action/doSearch?ContribAuthorRaw=Felix%2C+Vanessa+G
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Moreover, James H. Cole et al., 2017 [31] analyzed the 
brain diseases burden of age-associated functional decline. A 
supervised machine learning model proposed for brain age 
prediction. Neuroimaging data obtained from MRI scans using 
machine learning regression model. Cross-validation included 
90% of participants and a predicted age of let out of 10%. The 
predicted mental age was compared with the chronological age 
of test-set participants. The brain-predicted age difference 
between brain age and chronological age is assumed to reflect 
advanced ageing and younger brains. The authors have 
emphasized that the technical aspects of analyzing brain age 
are further improved. Neuroimaging brain age measures could 
be used to evaluate neuroprotective impediments. 

To improve the communication ability Vanessa G. Felix et 
al. [32] developed HATLE application to provide a computer-
assisted technique for DS individuals. The data was obtained 
through a survey of DS participants speaking Spanish aged 
between 6 and 15 years. IQ scores were not available for any of 
the participants. The average age of DS individuals was 10.4 
years. During the assessment, literacy skills including letter 
identification, reading, handwriting, and spelling were 
assessed. A score of all assessments from 0 to 10 was obtained. 
The training with HATLE was processed group-wise using 
Android tablets and computers. The outcome of the research 
reveals that the initial recognition level was set at 0.5, which 
slowly increased the accuracy rate of further demanding 
thresholds in steps of 0.1. 

Houssem Turki et al. [33] proposed a Dynamic Bayesian 
Network (DBN) for knowledge extraction from historical data 
on temporal data to develop a structured learning algorithm for 
predicting mental retardation in Down syndrome individuals. 
The experiment took place at the Medical Genetics and Child 
Psychiatry departments at a hospital in Tunisia. The authors 
obtained a heterogeneous dataset in collaboration with a team 
of experts. The purpose of the research is the extraction of 
knowledge from a great number of datasets that evolve 
dynamically. 

Jamie O. Edgin et al. [34] analyzed a problem with late-
developing neural systems in DS individuals and the function 
of the prefrontal cortex. The assessment of functions was 
observed relatively less as compared to other aspects of 
cognition. The results observed were that implicit memory and 
spatial position are less affected than an object in episodic 
memory. The authors recommended further study of the 
fractionated skills patterns in DS individuals, which may 
benefit developmental change of cognitive functions. 

To provide similar learning opportunities for differently 
abled people Syed Ali [35] proposed a model for adaptation of 
the Heterogeneous Education System (HES) to the 
Homogeneous Education System (HES) proposing information 
technology tools of speech recognition and mathematics. The 
proposed model suggests that by providing the procedure of 
conversion and tools, equal opportunities can be provided to 
different disabilities in the same learning environments. The 
research has not particularly been done for DS individuals, but 
the mechanism strongly suggests for all individuals with 
perform differently. Hence, the research delivers importance to 
enhance learning and to improve communication difficulties. 

In neuroimaging data retrieval, Vicari et al., [22] proposed 
techniques assessed, including magnetic resonance imaging 
(MRI), a biotechnology body and brain imaging scanning 
technology. Rosen et al.; Hategan et al.; Raznahan et al.; & 
Wintermark et al. [23-24], [36-37] proposed that magnetic 
imaging is the leading clinical technique to evaluate the level 
of mental impairment. This technique is used to analyze 
psychiatric abnormalities that are difficult to detect using 
computed tomography (CT) For example, AI multimodal 
learning applications and deep learning methods have been 
developed for brain imaging [38]. Moreover, convolutional 
neural networks [39] and deep neural networks [40-42] 
engaged in neuroimaging to explain the neural relationships of 
mental disorders [40] [43-46]. 

Heinsfeld et al., [47] proposed that electroencephalography 
(EEG) signals are important to understanding how the human 
mind works and evaluating mental impairment. In contrast to 
MRI and CT, electroencephalography has greater resolution 
[48] analysed by Grotegerd et al. In addition, EEG data graphs 
were evaluated using artificial intelligence models presented by 
Hannesdóttir et al.; Avram et al., Thibodeau et al., & 
Hosseinifard [49-52]. 

III. RESEARCH CONTRIBUTIONS 

A. Mental Age Evaluation 

This research illustrated the valuable studies that tried to 
solve problems in evaluating and diagnosing mostly researched 
cognitive impairment, i.e., Down syndrome. Wherein, artificial 
intelligence neural network model-based techniques and 
software approaches are implemented to bring down syndrome 
analysis and seek ratio of their mental approach and to further 
strengthen them with software. The proposed model (Fig. 3) is 
divided into two portions (A and B). Firstly, the model 
evaluates the identification of Down syndrome. Here, the 
model reveals three major components of cognitive psychology 
known as cognitive neuroscience, human psychology, and 
information processing through computers. As per the 
neuroscience perspective, thinking abilities depend on working 
memory. The area of cognitive psychology considers the study 
of mental functions in which people require knowledge to 
understand their experiences. The model emphasizes both 
artificial intelligence and biological methods. The investigation 
is applied to individuals diagnosed with Down syndrome. 

A survey comprised over 120 individuals with DS of 
different age groups (>=8 & =30) was included to identify 
different cognitive traits (Fig. 5). The survey was based on 
interviews conducted by a team consisting of a psychiatrist, 
special education instructor and parents accompanying the DS 
individual. The team of psychiatrists, based on observations 
and professional knowledge, identified intellectual disability 
using facial expressions and psychological traits of DS 
individuals. Distinct facial features include distinctive slanting 
eyes, a small chin, abnormal outer ears, a flat nasal bridge, and 
a flattened nose. Psychological traits include talking, paying 
attention, and social rules. A team of special education teachers 
used simple mathematical problems to evaluate numerical 
skills, reasoning, and decision-making skills. The research 
contributions are further based on an artificial neural network 
model to evaluate the intelligent quotient of Down syndrome 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 1, 2023 

994 | P a g e  

www.ijacsa.thesai.org 

individuals. The intelligent algorithm reveals the criteria of the 
artificial neural network model. The software access repeatedly 
until their mental functioning improves from severe to 
moderate and from moderate to mild levels using variables 
initial IQ (iIQ), and enhanced IQ (eIQ) denoted as input and 
output parameters based on the practical, creative, and 
analytical testing. The method constructs membership 
functions building set of rules into the knowledge base and 
evaluates rules in the Inference Engine (Table II). 

 
Fig. 3. A proposed model of mixed approach. 

The artificial neural network model presents the 
mechanism of the intelligent algorithm for repeating the 
usability of the interactive software, denoted as the middle 
layer of the ANN model (Fig. 4). The neural network model is 
supposed to judge the cognitive traits of individuals to analyze 
the IQ. The middle layer plays a part in the manifest of the 
interactive software application. The overall process is based 
on three layers. The input layer holds the initial data of the 
learning process of DS individuals (8–30 years). The 
intermediate hidden layer represents long-term memory, 
sensing, decision-making, perception, supervisory skills, 
thinking, logic, and learning complexities of 
the DS individuals. The hidden layer performs a nonlinear 
transformation of the inputs entering the network. The 
computations from the hidden layer are transformed into the 
output layer to reveal data to the outside world in the form of 
the computed mental level and capability. 

 
Fig. 4. Artificial neural network model. 

TABLE II. INTELLIGENT ALGORITHMS OF INTERACTIVE MENTAL LEARNING SOFTWARE 

 

 

Mental /Learning 

50-75% 35-50% 10-35% 

Sample size N=62 

Mild 

Moderate 

Severe 

Software 

Physical Age 

PDSR 

1 

30 

1 

30 

Output Input 

Interactive 

Mental 

Learning 

Software (IMLS) 

Step 1 − Define variables and parameters 

 Variables or parameters are inputs and their outputs like parameter for IQ are, 

 IQ (iq) = {practical, creative, analytical} 

Every member of this set is covering some level of intelligence IQ values. 

Create a matrix of based on their syndrome and mental impairment. Build a set of rules into the 

knowledge base in the form of IF-THEN-ELSE structures. 

If {level of Down Syndrome is Mild} then (IQ level 50-75) Else 

If {level of Down Syndrome is Moderate} then (IQ level 35-50) Else 

If {level of Down Syndrome is Severe} then (IQ level 20-35) Else 

If {level of Down Syndrome is Profound} then (IQ level 10-20)  

Step 2 − Construct membership functions for Step 1 

Step3 – Maintained knowledge base rules 

Step 4 − Evaluate rules in the rule base (Inference Engine) 

End 
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B. Supervised Learning Algorithm 

We have implemented ML algorithms to evaluate the 
projected mental age of the DS individuals. Individuals with 
Down syndrome's brain/mental age efficiency improves with 
practice on a software based on supervised learning algorithm. 
The end of the exponential research (N = 120), an efficient 
framework is proposed to identify and improve the mental age 
of Down syndrome children and young adults (Table III). For 
the analysis of training set sizes, bootstrapping techniques are 
used to estimate the reliability of the ML algorithm for 
different training set sizes. In the ANN technique, the 
resampling method is used to resample the original training set 
with a replacement to get a new training set of the chosen 
sample size. The advantage of this technique is that it allows us 
to judge the toughness of performance around training dataset 
sizes and to recognize the smallest training set sizes essential 
for checking the performance above the expected level. 

C. Multicriteria Decision Support System (DSS) 

To improve the learning abilities of DS individuals, the 
Knowledge Base Decision Support System (DBSS) is used in 
cascading fashion. The decision support system is based on 
four multiple criteria for DS individuals for learning and 
problem solving. The decision support system checks all the 
four criteria of Down syndrome in cascade and fixes the 
criteria based on the minimum criterion. The algorithm is 
based on decision-based criteria over an alleged cascading in 
descending order of the learning model on minimum criteria. 

 Call at the Dataset. 

 A cascading effect scenario to detect. 

 Decision support algorithm is used for deciding the set 
accordingly to minimum criteria. 

 Intelligent Quotient (IQ). 

D. Interactive Mental Learning Software 

The interactive graphical environment is based on 30 public 
opinion polls (Table IV). Software provides an interactive and 
simple platform to use opinion pool with the help of teacher or 
parents. The series of opinion polls contain questions based on 
comparison, logic, and basic mathematical operations. 
Individuals are supposed to search for the best option to 
increase their mental score at the end of the pool (Fig. 6). 

The software is accessible through laptop, desktop, or 
smartphone. Input is selected using a mouse, keypad or by 
touchpad. Different series of questions appears showing three 
options to choose best one. Colorful shapes of birds, fruit, and 
vegetables, colors, vehicles enhance interest of individuals and 
reduce frustration. The comparison covers the questions of the 
basic shapes and figures, which helps in developing the logic 
of the DS individuals. Making comparisons between numbers 
and alphabets helps DS individuals develop their decision-
making abilities. Basic mathematical operations cover only 
addition (+) operation. The mathematical console is comprised 
of the addition of birds, animals, shapes, and numbers. The 
assessment process is divided into three rounds (Round-I, II & 

III). Round-I process (N = 20) individuals (Table V). Round-II 
processed (N = 20) (Table VI) and Round-II processed (N = 
22) individuals (Table VII). 

TABLE III. ARCHITECTURE FOR MENTAL AGE (MA) OF DS INDIVIDUALS 

Age assessment Module System 

Inference 

Engine 
(Decision 

Support 

System) 

System Module 

Mild 50-75 

It stores 

IF-THEN 

rules 
provided 

by experts. 

It simulates 

the human 

reasoning 
process by 

making 

system 
inference on 

the inputs 

and IF-
THEN 

rules. 

It transforms the 

set obtained by 

the inference 
engine into a 

crisp value. 

Moderate 35-50 

Severe 20-35 

Profound 10-20 

 
Fig. 5. Decision tree of Down Syndrome individuals. 

 
Fig. 6. Interactive Mental Leaning Software (IMLS). 
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TABLE IV. INTERACTIVE MENTAL LEARNING (IML) SOFTWARE CRITERIA 

Q # Question (Pictorial/Text) Options given in pictorial / text form 

Q1 Search Fruit (images) (a) Fruit (b) Ball (c) Vegetable 

Q2 Click Red Color (Colors) (a) Aqua (b) Red (c) Yellow 

Q3 Find a number (5) (a) 5 (b) M (c) A 

Q4 Find a Car (images) (a) Bus (b) Car (c) Bicycle 

Q5 Search greater number (a) 10 (b) 5 (c) 0 

Q6 Search 3 Birds (images) (a) 3 birds (b) 2 birds (c) 1 bird 

Q7 Find a Sheep (images) (a) Camel (b) Sheep (c) Goat 

Q8 Count Donuts (images: 8) (a) 6 (b) 7 (c) 8 

Q9 Sum of Animals is (images: 2 Camel and 2 sheep) (a) 3 (b) 4 (c) 5 

Q10 M for: (a) Jeep (b) Car (c) Mobile 

Q11 A for: (a) Apple (b) Banana (c) Cat 

Q12 1 + 1 (a) 3 (b) 2 (c) 4 

Q13 Which Bird is Flying? (images) (a) 1 Nonflying bird (b) 2 NFB (c) 1 Flying Bird 

Q14 We go to school by. (images) (a) Car (b) Bus (c) Bicycle 

Q15 Rabbit lives in? (images) (a) Human House (b) Tree (c) Burrows 

Q16 Rabbit eats? (images) (a) Donut (b) Muffin (c) Carrot 

Q17 Cat run after? (images) (a) Bird (b) Dog (c) Rat 

Q18 Goat gives? (images) (a) Eggs (b) Milk (c) Fish 

Q19 Aisha is a female? (a) Yes (b) No 

Q20 We fly in. (images) (a) Car (b) Ship (c) Aeroplane 

Q21 Count small circles? (a) 8 (b) 9 (c)  7 

Q22 Count Stars? (x + xx) (a) 4 (b) 2 (c) 3 

Q23 Count Circles? (images) (a) 2 (b) 3 (c) 4 

Q24 Count Boxes & Stars (a) 5boxes4stars (b) 3boxes4stars 

Q25 We talk on. (images) (a) Mobile (b) Watch (c) Laptop 

Q26 Count trees? (image) (a) 9 (b) 7  (c) 10 

Q27 Count clouds? (image) (a) 10 (b) 11 (c) 12 

Q28 Find a Circle? (images) (a) Circle (b) Hexagon (c) Square 

Q29 Find a Square? (images) (a) Square (b) Hexagon (c) Circle 

Q30 Which circle is big? (images) (a) Small circle (b) Big circle 

TABLE V. SOFTWARE DRIVEN AGE ROUND-I SAMPLE SIZE N=20 MILD (50-75%) MODERATE (35-50%) SEVERE (20-35%) MODERATE (10-20%) 

S.No Participants Physical Age (Years) Processed Mental level Improved traits 

1.  Participant-1 (Male) 12 45% Perception (40%), attention (45%) 

2.  Participant-2 (Female) 13 50% Sensing (50%), Reasoning (45%) 

3.  Participant-3 (Male) 15 25% Sensing (25%), memory (20%) 

4.  Participant-4 (Female) 15 45% Responsive (40%), attention (45%) 

5.  Participant-5 (Male) 14 50% Decision making (50%), Reasoning (50%) 

6.  Participant-6 (Female) 8 45% Perception (40%), attention (45%) 

7.  Participant-7 (Male) 17 65% Sensing (65%), memory (65%) 

8.  Participant-8 (Female) 8 60% Sensing (60%), Logic (55%) 

9.  Participant-9 (Female) 13 65% Perception (65%), memory (55%) 

10.  Participant-10 (Male) 10 55% Logic (50%), attention (55%) 

11.  Participant-11 (Male) 12.6 45% Responsive (45%), memory (40%) 

12.  Participant-12 (Male) 8 30% Responsive (30%), attention (35%) 

13.  Participant-13 (Male) 9 35% Attention (35%), DM (35%) 

14.  Participant-14 (Male) 18 70% Reasoning (65%), Memory (70%) 

15.  Participant-15 (Male) 15 55% Social (50%), attention (55%) 

16.  Participant-16 (Female) 18 55% Logic (50%), attention (55%) 
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17.  Participant-17 (Male) 9 45% Sensing (45%), FM Skills (45%) 

18.  Participant-18 (Male) 16 65% Reasoning (60%), attention (65%) 

19.  Participant-19 (Female) 9 55% Sensing (50%), Responsive (55%) 

20.  Participant-20 (Female) 11 35% Logic (30%), Memory (35%) 

TABLE VI. SOFTWARE DRIVEN AGE ROUND-II SAMPLE SIZE N=20 MILD (50-75%) MODERATE (35-50%) SEVERE (20-35%) MODERATE (10-20%) 

S.No Participants Physical Age (Years) Processed Mental level Response toward activities 

1.  Participant-21 (Female) 10  30% Attention - memory (30%) 

2.  Participant-22 (Female) 12 55% Sensing (55%), DM (50%) 

3.  Participant-23 (Female) 14 45% Perception (45%), memory (40%) 

4.  Participant-24 (Male) 11  55% Sensing - attention (55%) 

5.  Participant-25 (Female) 15  55% Logic (50%), DM (55%) 

6.  Participant-26 (Female) 13  45% VM (45%), attention (40%) 

7.  Participant-27 (Female) 14  35% Sensing – Logic (30%) 

8.  Participant-28 (Male) 10  25% Reasoning (30%), Memory (25%) 

9.  Participant-29 (Male) 18  50% Reasoning - attention (55%) 

10.  Participant-30 (Female) 16  45% Logic - attention (45%) 

11.  Participant-31 (Female) 8  35% Sensing - FM Skills (35%) 

12.  Participant-32 (Male) 13  55% Reasoning - attention (55%) 

13.  Participant-33 (Female) 12  40% Sensing (40%), Responsive (45%) 

14.  Participant-34 (Male) 10  55% Logic - Responsive (55%) 

15.  Participant-35 (Male) 16  35% Sensing - memory (30%) 

16.  Participant-36 (Female) 8  40% Sensing (40%), memory (35%) 

17.  Participant-37 (Female) 14  65% Reasoning - memory (65%) 

18.  Participant-38 (Female) 9  40% Sensing (40%), memory (45%) 

19.  Participant-39 (Male) 10  55% Decision making-responsive (50%) 

20.  Participant-40 (Female) 15  45% Sensing (45%), memory (50%) 

TABLE VII. SOFTWARE DRIVEN AGE ROUND-III SAMPLE SIZE N=22 MILD (50-75%) MODERATE (35-50%) SEVERE (20-35%) MODERATE (10-20%) 

S.No Participants Physical Age (Years) Processed Mental level Improvements in cognitive traits 

1.  Participant-41 (Male) 15 45% Social – Decision making (40%) 

2.  Participant-42 (Male) 25 60% Reasoning (60%), DM (55%) 

3.  Participant-43 (Male) 30 65% Logic (50%), Memory (65%) 

4.  Participant-44 (Female) 20 60% Sensing – Decision making (55%) 

5.  Participant-45 (Female) 22 40% Attentive (40%), Memory (45%) 

6.  Participant-46 (Male) 15 35% Sensing – Logic (35%) 

7.  Participant-47 (Male) 23 55% Sensing (55%), Memory (60%) 

8.  Participant-48 (Male) 27 70% Social (70%), Sensing (65%) 

9.  Participant-49 (Male) 25 45% Attention (40%), Sensing (45%) 

10.  Participant-50 (Female) 30 50% Memory (50%), Attention (45%) 

11.  Participant-51 (Male) 22 60% Social (70%), Sensing (65%) 

12.  Participant-52 (Male) 25 55% DM (55%), FM Skills (50%) 

13.  Participant-53 (Male) 28 45% Social (40%), Memory (45%) 

14.  Participant-54 (Male) 27 60% Reasoning – Attention (60%) 

15.  Participant-55 (Female) 22 45% DM (45%), Sensing (40%) 

16.  Participant-56 (Female) 20 50% Memory (50%), DM (45%) 

17.  Participant-57 (Male) 30 45% Attention (40%), Sensing (45%) 

18.  Participant-58 (Female) 19 50% Social – Decision making (55%) 

19.  Participant-59 (Male) 17 60% Sensing (60%), Memory (65%) 

20.  Participant-60 (Female) 17 45% Responsive (45%), Sensing (40%) 

21.  Participant-61 (Female) 30 50% Logic (50%), Sensing (45%) 

22.  Participant-62 (Female) 25 50% Logic (50%), Memory (45%) 
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IV. DISCUSSION AND FUTURE WORK 

The research carried out to investigate the mental age of DS 
individuals. The literature matrix identified the research gap of 
assessing actual mental age using AI-ANN model. The 
technology claims to enhance mental age of DS individuals 
having least IQ level. The interactive and simplest platform of 
software increase usability interest and reduce frustration. The 
different question of logical, mathematical, and analytical 
reasoning boosts the thinking ability, perception, reasoning, 
logic, and memory of the individuals. Such traits result change 
in IQ from severe to moderate (IQ>20% to 35%), moderate to 
mild (IQ>35% to 75%). Research outcomes also show the 
comparison and authenticity between software-based IQ 
assessment and traditional methods. The variation in the mental 
age is identified with yellow line of the graphical illustration 
(Fig.7, 8 and 9). 

 
Fig. 7. Graph - software driven mental age round-I. 

 

Fig. 8. Graph - software driven mental age round-II. 

 

Fig. 9. Graph - software driven mental age round-III. 

In future work, more feature added system for enhancement 
of severe level of mental retardation may be suggested for 
academic purpose to help different intellectual disabilities in 
special education and job oriented technical training to make 
them independent. 
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