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Abstract—In this study, a novel method is proposed for 

determining whether a child between the ages of 3 and 10 has 

autism spectrum disorder. Video games have the ability to 

immerse a child in an intense and immersive environment. With 

the expansion of the gaming industry over the past decade, the 

availability and customization of games for children has 

increased dramatically. When children play video games, they 

may display a variety of facial expressions and emotions. These 

facial expressions can aid in the diagnosis of autism. Footage of 

children playing a game may yield a wealth of information 

regarding behavioral patterns, especially autistic behavior. You 

can submit any video of a child playing a game to the interface, 

which is powered by the algorithm presented in this work. We 

utilized a dataset of 2,536 facial images of autistic and typically 

developing children for this purpose. The accuracy and loss 

function are presented to examine the 92.3% accurate prediction 

outcomes generated by the CNN model and deep learning. 
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I. INTRODUCTION 

Autism is a complicated, behaviorally defined, static 
condition of an immature brain which is of significant concern 
to practicing pediatricians due to a staggering 55.6 per-cent 
rise in pediatric incidence from 1991 and 1997, surpassing 
spina bifida, cancer, and Down syndrome [1]. Rather than new 
environmental effects, this increase is due to increased 
awareness and evolving diagnostic criteria. Autism is a 
condition with numerous nongenetic and genetic origins, 
rather than a disease. Autism (autism spectrum disorders) is 
defined as a group of developmental disorders characterized 
by deficiencies in three behavioral domains: [2] 

1) interpersonal interaction. 

2) a diverse set of areas of interest and hobbies; and 

3) speech, communication, and creative play. 

A. Autism and its Characteristics: 

Early childhood autism is a pervasive developmental 
disorder. Autism affects communication, relationships, and 
self-control. Infants often get autism. Autism is a "spectrum 
disorder" that affects people differently. It has many traits. [3]. 

Early diagnosis can help a person with autism live a full 
life. According to the DSM-5, autism is characterized by 

persistent differences in communication, interpersonal 
relationships, and social engagement [4]. Example: Being 
nonverbal or having abnormal speech patterns, having trouble 
understanding nonverbal communication, developing and 
maintaining relationships, and having trouble maintaining a 
traditional back-and-forth conversational manner [5]. 
Repetitive habits, interests, and behaviors. Excessive 
awareness to or significantly reduced sensitivity to many 
sensory stimuli, repetitive sounds or phrases (echolalia), 
preference for homogeneity and complexity with transition or 
regimen, rigid or heavily restricted and strenuous interests, 
hyper sensitivity to or dramatically reduced sensitivity to 
many sensory stimuli, rigid or severely regulated and intense 
interests, hyper sensitive. According to the American 
Psychological Association's Diagnostic statistical, autistic 
traits must be present in early childhood, but they may not 
fully express until social pressure builds the person's strength 
to deal with them, and difficulties may be covered up by 
learned coping skills [6]. 

B. The Role of Video Games in Autism 

According to research, enabling youngsters to play games 
using smart phones might help detect autism. Dr. Jonathan 
Delafield-Butt, a senior professor in childhood development, 
said it was important to detect autism early so parents and 
children could receive a variety of support services. [7]. 
Autism is a neurodevelopmental disorder with many shared 
traits, challenges, and abilities. Many autistic people have 
visual-spatial thinking, pattern identification, and a visual 
preference. Games that require visual clues and spatial skills 
are rewarding to such people. Games are creative but 
structured. RPGs and scrolling shooters satisfy research 
participants' desire for imagination without requiring self-
generated creativity, which many autistic people lack. Video 
games have many audio and visual cues. Autistic people value 
rules and objectivity more than neurotypical people. To avoid 
anxiety and sensory meltdowns, follow clear guidelines. 
Video games reinforce clear expectations. Autistics need 
routine and repetition. Unknown circumstances cause anxiety, 
discomfort, and a desire to escape. Video games allow for 
controlled practice and mastery [8,9]. Games are more 
controlled than real life. Autism makes unpredictable human 
behavior difficult. Understanding social signs, idioms, humor, 
sarcasm, and satire can also cause anxiety. Playing a game that 
becomes more familiar each time helps autistic gamers 
overcome these challenges in a safe, controlled environment. 
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Parents and educators worry that autistic students spend too 
much time gaming instead of socializing. Playing has many 
benefits if encouraged and controlled [10]. 

II. RELATED WORK 

Modern diagnostic tools for mental diseases were 
developed in the late 1800s, although their origins may be 
dated back to the 4th century B.C (Before Christ) Era [11]. 
The gold standard for diagnosing often these mental-disorders 
relies heavily on information gathered from various 
respondents (e.g., parents, teachers) about the onset, direction, 
and duration of various behavioral descriptors, which is then 
considered by providers when making a diagnosis predicated 
on DSM-5 (Diagnostic and Statistical Manual) Categorization 
of Diseases-10th Installment (ICD-10) requirements [12]. 
Providers employ a variety of strategies to collect this data, 
ranging from subjective (e.g., assessment scale) and 
unstructured (e.g., semi - structured or unstructured 
interviews) to much more objective (e.g., actual observations) 
and organized (e.g., structured diagnostic interviews) [13]. 

 
Fig. 1. Machine learning model for prediction and classification 

Fig. 1 shows the architecture of the machine learning 
model that is used commonly for prediction of machine 
learning along with video games. The video of the child 
playing the game is captured and then the data is 
preprocessed, and machine learning is applied on it to predict 
the results. 

Autism spectrum disorder (also referred to as ASD) and 
attention deficit hyperactivity disorder (also referred to as 
ADHD) are both conditions that are relatively common in 
children and can continue into adulthood. Autism spectrum 
disorder (ASD) is a developmental condition that causes 
patients to have difficulties with speech, behavior, and social 
interaction. Patients with ASD also tend to engage in 
repetitive behavior, have impatience issues, and attention 
problems. Since the publication of the fifth edition of the 
Diagnostic and Statistical Manual of Mental Disorders (DSM-
5), the term autism spectrum disorder (ASD) has been used to 
refer to a more comprehensive diagnostic entity that formerly 
referred to a number of distinct disorders, including Autistic 
Disorder, Asperger's, and other Pervasive Chromosomal 
Anomalies [14]. According to findings from recent studies, the 
prevalence of autism spectrum disorder (ASD) in children and 
adolescents has increased from 1 in 100 to 1 in 59 in the past 
14 years (from the year 2000 to 2014). Inattention, 
hyperactivity, and impulsivity are all symptoms of attention 
deficit hyperactivity disorder (ADHD), which is a common 

brain condition found in children and adolescents. Both autism 
spectrum disorder and attention deficit hyperactivity disorder 
(ADHD) tend to continue into adulthood. A diagnosis of the 
condition is made in approximately 5.9–9.4% of all infants. 
Because autism spectrum disorder (ASD) and attention deficit 
hyperactivity disorder (ADHD) are so common in children, 
accurate and timely diagnosis of these conditions is critical. 
[15,16,17]. 

The field of artificial intelligence known as machine 
learning has the potential to significantly improve the use of 
computer methods in the field of neuroscience. A significant 
amount of research has been done to establish machine-
learning models and deep-learning approaches in order to 
interpret high-dimensional MRI (Magnetic Resonance 
Imaging) data in order to simulate neural networks that 
regulate the brains of people who suffer from a variety of 
mental illnesses. [18,19]. These studies resulted in the 
development of machine-learning methods for the 
classification of Alzheimer's disease, mild cognitive 
impairment, right temporal epilepsy, schizophrenia, 
Parkinson's disease, dementia, attention deficit hyperactivity 
disorder, autism spectrum disorder, and major depressive 
disorder [20]. These statistical algorithm-based machine-
learning models are well-suited to complex issues that require 
a combinatorial explosion of options or non-linear processes. 
This is because typical computer models fail in terms of 
quality or scalability in these situations, but these statistical 
algorithm-based machine-learning models succeed [21]. 

Senju et al, discussed the approaches to early detection of 
autism in infants. Early detection here refers to before 18 
months of age. It gives an overview of the known processes of 
early social development in children that can fall under the 
category in which “core deficits” are manifested in young 
children and summarizes a criterion for the same. The paper 
concludes by discussing how the preferences for social stimuli 
changes in the infants over time [22]. They develop a 
preference for familiar people in first couple of months of life. 
They begin to have one to one interaction with their caregivers 
between three and six months of age. This is the period where 
they understand the interactive styles of their usual social 
partners. During four to seven months, infants can 
differentiate between emotional expressions of the face. Soon 
they develop preferences for caregivers and after 12 months, 
they display a pattern of response to separation and reunion 
that demonstrates what they have learned to expect from their 
experiences with their caregivers [23]. 

So, in the case of the infants with autism, one would 
speculate that the dyadic interactions would be less intense 
and lower capacity to recognize the emotional expressions of 
others. However, by three to five years of age, autistic 
children would be capable of forming secure attachments to 
their caregivers. The author concluded that similar patterns of 
attachment security and insecurity are found in typically 
developing children, it is very unlikely to be considered as a 
core deficit in autistic infants. In infants, failure to 
discriminate emotions can be considered as an important 
feature to characterize autism. But however, the rate of false 
positives could be very high. Children with autistic tendencies 
make use of different methods and skills to develop secure 
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attachments and to obtain the capacity to differentiate between 
the facial expressions and emotions than the typically 
developing children. 

Whalen et al. [23,24] discovered that using a computer 
game to teach children with autism improved motivation and 
engagement when compared to the traditional methods of 
trying to teach children with autism. They established the 
computer game Teach Town to assist autistic children improve 
social, emotional, academic, and adaptive skills [25].Whalen's 
findings are in line with what others in the area have found: 
video-game-like tools are beneficial with students with ASD 
because they are constant and predictable, entail few social 
variables, and enable children to control and set the speed of 
the activity. Many children on the autism spectrum have 
visual-spatial abilities that create videos actual gameplay an 
area of expertise. While it's normal to be concerned about 
inattention, behavioral concerns, and even addictions, there 
really are simple ways that may help autistic children get the 
most out of computer games and computers without causing 
additional problems at home or at school. The digital world 
provides a wealth of resources for teaching issue, social skills, 
adaptability in new contexts, and even motor skill 
development. Raising autistic children may be difficult, but 
apps, games, and technologies can make contacting and 
educating autistic children simpler. Tbatah et al [26]   laid out 
a principle called anger superiority hypothesis as its 
foundation. This hypothesis states that “angry faces capture 
attention faster than happy faces” in common individuals. The 
authors aim to test and compare the threat detection abilities in 
autistic people with individuals with a history of typical 
development using a facial visual search paradigm. 

Thabtah et al [26] theory is based on building 
classification systems using machine learning, specifically a 
new method called Rules-machine Learning. This approach 
helps in detecting autistic traits and offers user knowledge 
bases (rules) which enables the professionals to make better 
analysis of the reasons behind the classification. 

The primary objective of this technique is rule discovery 
by search method which can be done using covering 
classification. Then, evaluation is performed on the discovered 
rules to discard any redundancies and to optimize it further by 
reducing the number of discovered rules. In order to improve 
the overall efficiency of the training process, this phase 
contributes to the narrowing of the search space for individual 
data items. The classifier, which is utilized to make 
predictions regarding the value of the class, is more 
comparable to an outcome of the rule evaluation phase 
described above. For the purpose of generating the necessary 
data from the participants, a mobile application known as 
ASD Tests is utilized [27]. It implements four screening 
methods for toddlers, children, adolescents, and adults based 
on the Q-CHAT-10 (Quantitative Checklist for Autism in 
Toddlers), AQ-10-child, AQ-10-Adolescent, and AQ-10 adult, 
respectively. The Q-CHAT-10 is a quantitative checklist for 
autism in toddlers. In addition to this, the author made use of 
the datasets that were previously deposited in the University 
of California Irvine Data Repository by the authors. 

Wu et al [28] analyzed the performances of various ML 
techniques such as Bagging, Boosting, rule induction, and 
decision tree classifiers on child, adolescent and adult ASD 
screening datasets. The error rates of adult dataset for the 
above techniques were between 5.68 and 8.23 per cent 
whereas the Rules Machine Learning (RML) model 
outperformed them with an error rate less than 5.6 per cent. 
Hence the paper was concluded by clearly revealing how ML 
approaches like covering can be used for obtaining promising 
results [29]. 

Jacob et al [29] obtained a high standard clinical data of 
children at risk for ASD to implement machine learning 
algorithms. The aim is to build a low-cost and easy to use 
ASD screening tool. To implement this, the author chose to 
proceed with a combination of two approaches. Two different 
algorithms are trained to combine their outputs as a final 
screening assessment. One is based on the short, structured 
parent- reported questionnaires and the second is based on 
tagging key behaviors from casual home videos of the test 
subjects. The first classifier was trained using data from ADI-
R (Autism Diagnostic Interview) score sheets with labels 
corresponding to established clinical diagnoses. The training 
of second classifier i.e., the video classifier was done using 
ADOS (Autism Diagnostic Observation Schedule) instrument 
score sheets and diagnostic labels. To ensure sufficient 
training volume, progressive sampling was used in both the 
cases. After evaluating multiple machine learning algorithms, 
the author chose Random Forests for its robustness against 
overfitting [30]. 

In the clinical sample, the results showed that the parent 
questionnaire classification approach performed better than 
some of the more established screening tools, such as the M-
CHAT (Modified Checklist for Autism in Toddlers) and the 
CBCL (Child Behavior Checklist). By combining the two 
different methods of classification into a single evaluation, 
performance was improved. The author concluded by stating 
how ML can play a crucial role in enhancing the performance 
of the behavioral health screeners and how this research 
demonstrated a significant improvement over established 
screening tools for autism. The author also mentioned how the 
research demonstrated how this research demonstrated 
significant improvement over established screening tools for 
autism. Chorianopoulou et al. [31] presented an ML-based 
approach to early diagnosis of ASD from videos of infants by 
identifying specific behaviours from them. This approach was 
based on using videos of the infants. They used a dataset that 
contained 2000 short videos with various behaviours of 
interest, such as directed gaze towards faces or objects of 
interest, positive affect vocalization, and other similar 
behaviours, all of which were manually coded by expert raters 
[32]. This dataset was used to conduct their research. 

The authors addressed the issue by employing a deep 
learning model that was image-based and that was based on 
facial behavior features. Gorriz et al [32] has applied the 
various feature transformation techniques such as Log, Z-
score, sine functions to the collected datasets of toddlers, 
children, adolescents, and adults [33]. In the next stage, 
various classification techniques were implemented with these 
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transformed ASD datasets, to evaluate and assess their 
performance [33]. 

For toddler dataset, the median highest result was 
calculated by Adaboost for Log transformation, Adaboost and 
SVM (Support Vector Machine) for Scale transformation 
respectively as 99.06%. The mean highest result which was 
reported to be 98.77% was calculated by SVM for Log and 
Sine transformations. The maximum highest result was 
recorded to be 100% was calculated by Adaboost, GLMboost 
and SVM for all feature transformation methods and C5.0 for 
Scale transformation [27, 34]. 

For child dataset, the median highest accuracy of 100% 
was achieved by LDA (Linear Discriminant analysis) and 
PCA (Principal Component Analysis) for Log and Scale 

feature transformations. The mean highest accuracy of 97.2% 
was achieved by Adaboost for Log and Scale, respectively. 
Finally, the maximum highest accuracy of 100% was achieved 
by all classifiers and feature transformation methods [34,35]. 

For adolescent dataset, the median highest accuracy of 
95% was obtained by C5.0, LDA, PCA where LDA and PCA 
for both Log and Scale as well as C5.0 for Scale. The mean 
highest result of 93.89% was obtained by PCA for Log and 
GLMboost for Scale, respectively. The maximum highest 
result of 100% were achieved by all classifiers and feature 
transformation methods [35,36]. 

Table I summarizes previous studies and its findings and 
limitations on usage of algorithms and the different features 
for the autism spectrum disorder 

TABLE I.  SUMMARIZED PREVIOUS STUDIES AND ITS FINDINGS FOR AUTISM SPECTRUM DISORDER 

Reference Findings Limitations 

Thabtah et al, 2018 

[6] 

Inside the ASD screening tool, SVM was used to integrate the ML algorithm. 

97.6 % accuracy 

Datasets were not balanced. The sample is 

small comprising 612 autism patients and 11 

non-autism instances. 

Thabtah et al, 2020 

[26] 

Rules-Machine Learning is a machine learning approach based on rule induction 

(RML). 

Covering learning was used to generate non-redundant rules in a simple method. 

RML classifies with greater prediction accuracy than typical algorithms such as 

boosting, bagging, and decision trees, thanks to the use of ten times cross-

validation to split the dataset into ten subsets. 

 In terms of class labels,    

RML appeared to be ineffective when dealing 

with unbalanced data sets. There were no 

examples of toddlers in this article. 

Vaishali et al, 2018 

[27] 

Optimal feature selection was automated using the Binary Firefly algorithm (ten 

out of twenty-one features were chosen as the best). 

There was no concern with class imbalance (there are 151 occurrences with class 

'yes' and 141 instances with class 'no' in the ASD youngster‟s dataset). Models 

such as NB, J48, SVM, and KNN were used. SVM obtained the highest accuracy 

of 97.95 percent. 

 In the ASD kid dataset, there were some 

occurrences that are missing. There was a risk 

of model overfitting on the dataset because to 

the smaller number of occurrences in the 

dataset. Swarm intelligence wrappers had 

certain drawbacks (Binary Firefly algorithm) 

Al banna  et al, 2020 

 

[33] 

Analyzed the patient's condition using facial expressions and emotions, 

employing an AI system and sensor data. 

Sent out frequent messages to parents, assisting the patient in coping with ASD 

during COVID-19. A smart wristband with an integrated monitor and camera is 

linked to a smartphone app in this system. Used real-time grayscale photos from 

one Kaggle dataset of 35,887 images to detect ASD. The Inception-ResNetV2 

architecture had the greatest accuracy of all the models, at 78.56 percent. 

When compared to other methods, the 

accuracy is poor. The research is still in its 

early phases. 

Sen et al, 2018 

[37] 

The authors devised a new algorithm that combined structural and functional 

characteristics. Drew many different depictions of the brain's functional 

connections. The results showed that incorporating multimodal characteristics 

improves case discrimination accuracy the most. 

In contrast to earlier studies, the ML models  

utilized demonstrate a 4.2 percent 

improvement  in the accuracy of the 

predictions for Autism. Datasets suffer 

significantly from fluctuations. 

Van den et al, 2017 

[39] 

SVM, Naive Bayes, and Random Forest classification algorithms are used. 

There were 95,577 kid records with 367 variables, of which 256 were deemed to 

be adequate. Different qualities were well delineated. Created a dataset with four 

classifications (ASD: None, Mild, Moderate, Severe). The J48 algorithm attained 

the highest accuracy of 87.1 percent (2 class) and 54.1 percent (4 class) (decision 

tree) 

Doesn't predict the severity of ASD. A 

cursory collection of traits (criteria) used to 

identify ASD, which may or may not always 

correspond to an instance of ASD. 

III. METHODOLOGY 

This study demonstrated the use of Deep Learning and 
Image processing techniques for the detection of Autism using 
facial expressions. The initial approach was to build and train 
a neural network based on the available data on Autism. 
Following this, any video of the patient which clearly shows 
their facial expressions could be taken as the input through an 
interface created for the users. This input was used for the 
detection of autistic characteristics using the previously 
trained model [38]. 

The methodology followed can be divided into five steps 
as shown in Fig. 2: 

1) Capturing the facial expressions while playing a Video 

Game. 

2) Data Preprocessing. 

3) Model Building and Training. 

4) Prediction and Optimization. 

5) Uploading the video to the Web Interface. 
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Fig. 2. Work flow of the method for the detection of facial expression while 

playing video games 

A. Capturing the Facial Expressions while Playing the Video 

Game: 

The facial expression of the child is captured while she/he 
is playing the video game using the web camera attached to 
the personal computer. The video is captured and saved 
locally and then the same video is uploaded to the website 
user interface and then the trained Convolutional Neural 
Network (CNN) model predicts if the child in the image 
broken down from the video is autistic or not [40]. 

B. Data Preprocessing 

The collected image dataset was preprocessed by 3 
processes so that the CNN model can train the dataset to 
predict if the child is autistic or not. They were: 

1) Dividing the video into frames: OpenCV was used to 

fragment the video captured into images or frames. The video 

is captured using a webcam while the child is playing the 

game to monitor and analyze the video captured which would 

be broken down into images and then train the CNN model. 

The dataset consists of 2536 images belonging to the autistic 

and non-autistic classes in the training set and 300 images in 

the test set. The required image data is ob-tained from Kaggle. 

The ImageDataGenerator class of keras library enables us to 

read the images from the folders. Rescaling of images is done 

by dividing each pixel value of an image by 255. The images 

in the dataset are of various sizes which calls for resizing into 

one final size of 64x64 pixel and the same can be 

implemented using a function called “flow_from_directory” of 

the above class [40,41]. 

2) Fix target size: The collected image dataset had to be 

resized for uniformity in processing and to do so, all the 

images were resized to 64x64 pixel so that the convolution 

neural network model can be trained using those images [42].  

This was done by using the function “flow_from_directory” 

and the argument to the function changed to 64x64 pixels. 

Whereas the neural network was training on the training data, 

the flow from directory () function was used to read photos 

straight from the directory and enhance them. The technique 

assumed that photos from various classes stored in separate 

directories but are all included within the same parent 

directory. 

3) Horizontal flip: The images needed to be flipped 

horizontally to maintain uniformity, so this is achieved by 

using the function “ImageDataGenerator” and adjusting the 

arguments. 

4) Rescaling: The ImageDataGenerator class may rescale 

pixel values from 0-255 to the recommended 0-1 range for 

neural network models. Normalization is the process of 

reducing data to a number between 0 and 1. Setting the rescale 

parameter to a ratio that may be multiplied by each pixel to 

produce the required range will do this [41,42]. 

C. Model Building and Training: 

Deep learning is a technique for automatic learning that 
implements the use of examples to teach machines how to 
learn in the same way that people do. A self-driving car's 
ability to recognize a stop sign or differentiate between a 
pedestrian and a lamppost is dependent on its use of deep 
learning, which is an essential component of the technology. It 
makes it possible to control consumer electronics with one's 
voice, such as mobile phones and tablets, televisions, and 
hands-free speakers. The concept of "deep learning" has been 
receiving a lot of attention as of late, and with good reason. 
It's about achieving things that weren't possible before you 
started working on them. 

During the process of deep learning, a computer model 
will learn to perform categorization tasks directly from either 
pictures, text, or sound. Models that use deep learning have 
the potential to achieve an accuracy that is on par with or even 
exceeds that of humans in certain circumstances. In order to 
train models, a significant amount of labelled data as well as 
various topologies of multilayer neural networks are utilized. 
The acronym "CNN" stands for "Convolution Neural 
Network". Image recognition and processing are two 
applications that make use of a type of artificial neural 
network known as a convolutional neural network (also 
abbreviated as CNN). CNNs are designed to focus specifically 
on analyzing pixel input. CNN was used to train the model 
based on the image data sets that were taken by the webcam of 
the computer that the child was using to play the video game 
on. CNNs are image processing, artificially intelligent (AI) 
systems that utilize deep learning to perform both generating 
and informative tasks. These tasks frequently include machine 
vision, which includes image and video identification, as well 
as recommendation systems for natural language processing 
(NLP) [40, -42]. A neural network is a piece of computer 
hardware and/or software that mimics the way neurons in the 
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human brain communicate with one another. Traditional 
neural networks were not intended to be used for image 
analysis, so in order for them to do so, they require the images 
to be broken up into smaller chunks. The "neurons" that make 
up CNN are organized more similarly to those in the 
prefrontal cortex, which is the part of the brain in humans and 
animals that is responsible for processing visual input. The 
difficulty of processing images in pieces that is inherent to 
traditional neural networks can be circumvented by arranging 
the layers of neurons in such a way that they cover the entirety 
of the visual field [48]. A CNN makes use of a technology 
similar to a perceptron that is designed to have minimal 
requirements for processing [43]. The layers of a CNN are 
comprised of an input layer, a layer, and a hidden layer. These 
layers are followed by several convolutional layers, average 
pooling, fully connected layers, and normalizing layers. A 
system that is significantly more effective and easier to train 
for image analysis and natural language [43] has been made 
possible as a result of the elimination of constraints and 
improvements in the efficiency of image processing. 

D. Prediction and Optimization 

Optimization plays a crucial role for any machine learning 
problem. Gradient descent is an optimization algorithm that 
finds the lowest possible value or the minimum value of a 
function through iterations. While the loss function which is 
also known as the cost function is all about calculating the 
loss/errors for every prediction that the neural network makes, 
gradient descent can be used to find the minimum of this loss 
function. The goal is to estimate the values of coefficients of a 
function that can minimize the cost function. In other words, 
the new coefficients will have a significantly lower cost. 

This technique is initialized by taking small random values 
as coefficients for the function. The cost is then evaluated by 
inserting them into the function. The next step is to change the 
values of the coefficients in a direction that can lead to a lower 
cost in the next iteration. This direction can be estimated with 
the help of derivatives. The derivative gives a slope (gradient) 
at the desired point on a curve, or a function and the sign of 
that slope can be used to determine the direction in which the 
coefficients can be moved in further iterations [44]. Now that 
the algorithm is aware of the direction of progression of 
coefficients with the help of the gradient at current position, 
the next move is to make a step by scaling it and subtracting 
the obtained value from the current position. Subtracting is 
done as the aim is to minimize the function [40]. Another 
parameter called learning rate is used to scale the gradient and 
control the step size. Learning rate can affect the performance 
in a significant way. Smaller learning rate can lead the 
algorithm to reach the final iteration before even reaching the 
optimum point [41]. The Adam algorithm is implemented by 

this optimizer. Adam optimization is a gradient descent 
approach based on adaptive first- and second-order moment 
estimation. The approach is "computationally more efficient, 
has small memory demand, is robust to diagonally resizing of 
gradient, and is well suited for situations with huge 
data/parameters," as according to Thabtah- et al., 2020. 

E. Uploading the video to the Web Interface 

Streamlit is one of the recent and fastest python-based 
model deployment tools. This open-sourced python based 
framework simplified the whole model deployment cycle 
along with providing an easy way to structure the 
functionalities of the interface [45,46]. 

 
Fig. 3. Web interface for prediction of the disease 

Once the neural network was trained, the model of an 
epoch with the best validation accuracy was saved as a 
„.model‟ file. The interface enables the users to select the type 
of media file that is to be uploaded. If the selected media type 
is an image, the saved model is used to classify the uploaded 
image to Autistic/Non-Autistic for which the result can be 
displayed on the interface [45]. But if the selected media type 
is a video, then the uploaded video is divided into frames 
using OpenCV and each image is classified into Autistic/Non-
autistic with the help of the saved model. The mean value of 
classification of all images is considered as the final 
classification for the entire video and displayed on the 
interface. 
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Fig. 4. Prediction mechanism if autistic or not 

Fig. 3 describes the entire working of the prediction 
mechanism implemented in this project. The video of the child 
while playing the game is captured by a webcam and then the 
video is saved locally. The same video is then uploaded to the 
website interface for the CNN deep learning algorithm to 
work on it. After processing the file and after the prediction 
model is applied on the video, the outcome or result of the 
prediction is shown on the interface as “Autistic” or “Non-
Autistic” as shown in Fig. 4. 

IV. RESULTS AND DISCUSSION 

This study explores the use of video games to discriminate 
between children with and without ASD. Compared to 
previous qualitative techniques, the activities and learning 
metrics in the evaluation game give a quantifiable depiction of 
children's abilities, making the identification of ASD more 
accurate and practical. The use of these games as a 
supplementary tool in educational interventions for kids with 
ASD is also possible. In previous studies, the model has been 
trained using different algorithms such as SVM, Neural 
Network, RML Classifier, Random Forest, Naïve Bayes with 
a maximum accuracy of 97.5% [46]. They have used images 
of a facial expression and behavior of a patient while in our 
study we trained the model using CNN when the child is 
playing video game and capture the image of his behavior and 
facial expression. The Convolutional Neural Network (CNN) 
model is used to extract and produce the proper patterns of the 
face features when the child is playing video game and capture 
the image of his behavior and facial expression such as 
inappropriate snickering and laughing, Lack of pain 
sensitivity, Inability to maintain proper eye contact, unable to 
communicate with gestures, Inadequate reaction to sound etc. 
The model was trained in the cloud using Google Colab with 
python, which supports TensorFlow and Keras. The epoch 
number declared was 159 and it had a batch size of 20. The 
VGG model was used for implementing the convolutional 
neural network. Karen Simonyan & Andrew Zisserman of 
Oxford University's Visual Geometry Group (VGG) proposed 
VGG models, which performed well in the ImageNet 

Challenge [47 -48]. This model gets 92.7% top-5 accuracy on 
ImageNet's 14 million photos from 1000 classes. 300 images 
were used for the testing and 100 images were used for 
validation of the CNN model [48]. 

The model achieved 92.3% accuracy for the testing dataset 
and 87.3% accuracy for the validation dataset. For this study, 
many evaluation metrics were calculated, and the results are 
summarized in the following sections. The results of the 
comparative prediction analysis of our model and existing 
model of the same dataset as shown in Table II. 

TABLE II.  COMPARISON OF THE RESULTS USING THE SAME DATASET 

Author Model Accuracy 

Haque et al [49] ResNet50 89.2% 

Shaik et al [50] VGG19 84.0% 

Our model VGGFace 92.3% 

A. Evaluation Metrics 

Sensitivity, Specificity, Precision, Recall, F1 Score and 
Accuracy were calculated for evaluating the performance of 
the CNN model. The convention True Positive (TP), False 
Positive (FP), True Negative (TN) and False Negative (FN) 
were used. 

1) Sensitivity: Sensitivity measures a model's ability to 

recognize positive cases. TPR is sometimes called recall. 

Sensitivity measures how many positive cases a model 

accurately identified. High-sensitivity models have minimal 

false negatives, meaning they overlook some positive 

examples. Sensitivity is a model's capacity to recognize good 

cases. We need our models to locate all good examples to 

generate accurate forecasts. True positive rate plus false 

negative rate equals 1. Higher true positive rate means model 

correctly identifies positive situations. The sensitivity was 

calculated using the following formula as shown in eq. (1): 

Sensitivity = 
  

     
 (1) 

The Sensitivity of the model was 0.9560 or 95.60%. 

2) Specificity: Specificity assesses the model's ability to 

identify real negatives. This means there will be a percentage 

of true negatives forecasted as positives, or false positives. 

True Nega-tive Rate (TNR). True negative rate plus false 

positive rate equals 1 always. Low specificity suggests the 

model is mislabeling a lot of negative data as positive. The 

specificity was calculated using the following formula as 

shown in eq. (2): 

Specificity = 
  

     
 (2) 

The specificity of the model was 0.8865 or 88.65%. 

3) Precision: Precision is the ratio of True Positives to 

total positive samples (either correctly or incorrectly). It is 

calculated using the formula as shown in eq. (3): 

Precision =  
  

     
 (3) 

The precision of the model was 0.9048 or 90.48%. 
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4) Accuracy: Model accuracy measures which model is 

better at finding correlations and patterns in a dataset based on 

training data. Accuracy is calculated using the formula as 

shown in eq. (4): 

Accuracy = 
     

           
 (4) 

The accuracy was found out to be 92.3% for the testing 
dataset consisting of 300 images and 87.3% for the validation 
dataset. 

5) F1 score: The harmonic mean of accuracy and recall is 

used to get the F1 score. It is calculated using the formula as 

shown in eq. (5): 

F1 Score = 2 * 
                

                
 (5) 

The F1 Score was calculated to be 0.9297 or 92.97%. 

6) Confusion matrix: A matrix called the confusion matrix 

is used to assess how well classification models perform given 

a particular set of test data. As the model cannot afford to 

predict non-autistic when the patient is autistic, the confusion 

matrix was calculated as shown in Fig. 5, which indicates that 

the false positive condition case value should be lower. 155 of 

the 300 images were correctly classified. 

 
Fig. 5. Confusion matrix using CNN for autism spectrum disorder 

 

Fig. 6. a) and b) . Model Training Accuracy and Training Loss 

Fig. 6(a) and (b) depicts the plot of the model‟s training 
accuracy, training loss, respectively for 10 epochs. The 
highest accuracy achieved was 92.3 % with the VGG model 
by applying two dense layers with specific parameters. A loss 
function optimizes ML algorithms. The loss is determined 
during training and validation, and its interpretation depends 
on how well the model performs. It's the total of training or 
validation set mistakes per example. Loss value indicates 
model's performance after each optimization cycle. A 
performance metric measures the algorithm's accuracy.  Model 
accuracy is generally estimated as a percentage based on 
model parameters. It measures how well your model predicts 
actual data. 

V. CONCLUSION 

The study built a deep learning web app to diagnose 
autism using a convolutional neural network and camera 
footage of a youngster playing a video game. CNN's 
architecture can extract facial attributes by generating facial 
feature patterns and assessing facial landmark distances, 
classifying faces as autistic or not. VGG CNN Model 
produced accurate results. Testing accuracy was 92.3%, 
validation accuracy was 87.3%, and precision was 90.4%. 
Future research will improve this model by broadening 
psychologists' autistic kid diagnoses. This programme helps 

identify ASD. A precise autism diagnosis can help pick a 
treatment plan for autistic children. More precision might 
improve autism diagnosis. The platform might reveal this 
neurological disease, bringing treatment closer. This research 
is part of how humans utilize technology to tackle the world's 
healthcare issues. Future studies may use machine learning 
and deep learning algorithms to help individuals recognize a 
range of ailments using the same platform. Although young, 
digital technologies offer unlimited potential. In the case of 
autism, a mix of digital tools and in-person therapy visits is 
expected. Autism therapy isn't one-size-fits-all. These tools 
will help researchers produce medicines for ASD patients 
more swiftly. Language is being studied for potential 
therapies. SFARI-funded researchers are employing 
cellphones and automatic transcription software to record 
speech from autistic youngsters. Based on the data collected 
by recording footage of children playing video games, a video 
game can be designed for children with autism or autistic 
symptoms. This game will help parents or guardians 
determine whether their kid has autism such as Kinect game. 
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