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Abstract—In the modern world, information security and communications concerns are growing due to increasing attacks and abnormalities. The presence of attacks and intrusion in the network may affect various fields such as social welfare, economic issues and data storage. Thus intrusion detection (ID) is a broad research area, and various methods have emerged over the years. Hence, detecting and classifying new attacks from several attacks are complicated tasks in the network. This review categorizes the security threats and challenges in the network by accessing present ID techniques. The major objective of this study is to review conventional tools and datasets for implementing network intrusion detection systems (NIDS) with open source malware scanning software. Furthermore, it examines and compares state-of-art NIDS approaches in regard to construction, deployment, detection, attack and validation parameters. This review deals with machine learning (ML) based and deep learning (DL) based NIDS techniques and then deliberates future research on unknown and known attacks.
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I. INTRODUCTION

The Internet is ubiquitous everywhere that plays a vital role in daily activities. It almost pervaded every field of business activities, from retail to space research for storing and sharing confidential data [1]. A vital concern in businesses is to secure the network from external disturbances. The advancement of new communication technologies and services increases the number of interconnected devices [2, 3]. The escalation of Internet based systems also increases vulnerabilities and virtual attacks on the network. Cybercrimes on the Internet are rising exponentially with the rapid growth of technology. The cyber-attacks are severe attacks on the network. Thus, security is a critical subject for the network, and a failure in security may cause misleading information. Thus the network cannot meet its goals with the improper IDS [4]. Moreover, communication in the network is affected by individual hackers and malicious behavior, which seriously impacts the system [5]. Different types of attacks occur in the network, such as wormhole attacks, denial of services (DOS), black hole attacks, and flooding attacks. All these attacks prevent the user from accessing network resources and services by dropping or adding unnecessary packets [6]. Additionally, variations in malicious software will increase the threats to the network through security breaches.

An intrusion detection system (IDS) has drawn considerable interest among academics since it protects the network against inside and outside attacks, a proactive ID tool. The IDS is a security application used after the antivirus software and firewall. The IDS alters the network when any faults occur in the system. The IDS not only detects intrusions but also stores the network traffic in the system [7]. The IDS alerts the system when the intrusion occurs at the host and network levels [8]. The available IDS have many limitations having difficulties coping with the cyber-attacks due to their dynamic nature. The IDS cannot be easily adaptable; thus, it cannot detect new malicious attacks [9].

Furthermore, the massive network size and the larger number of applications handled by the node have resulted in the IDS becoming a challenging task owing to the generation of huge amounts of data. The massive data generated in the network is communicated with other nodes inside the network will create new attacks [10]. Hence, several methodologies have been developed in the past few issues to deal with these issues.

Deep learning (DL) and machine learning (ML) approaches have recently been widespread in several applications. The DL based methods have functioned with the neural networks containing numerous layers. In ML, the algorithms analyze the data to solve the issues by learning and pattern discovery. These methods are found to be excellent in higher detection accuracy and better performance on dataset testing; hence, these methods are included in IDS. Thus this paper has reviewed traditional methods to ML and DL based methodologies for ID by considering different types of faults [11]. Recently, the DL and ML based approaches gaining more attention in the IDS context. In fact, the DL is used for feature extraction, selection and classification. The DL networks carry the learning process in supervised and unsupervised manners. The Internet is omnipresent in all fields, which is inevitable in network communication. Thus the applicability of IDS in networks is considered a vital...
research topic for enhancing network security against attacks. However, several authors have made a review this topic. Some of the recent papers of review of IDS are listed below:

- A review on DL based IDS is conducted in [12, 13] that only examines the DL based methods in IDS, but that paper did not focus much on network attacks.
- Recently, the IDS in the Internet of Things (IoT) have been reviewed, and some solutions are suggested to overcome the issues [14].

The existing review papers provide a deep insight on DL, ML or existing approaches individually. However, they cloud not analyze up-to-date methods. Moreover, different types of datasets are not focused in deep. Apart from these recent reviews, this paper is intended to focus on the up-to-date methods for IDS thus it reviews traditional methods. The major aim of this paper is to review various IDS methods, ID behavior, performance efficacy and problems associated with IDS methods. Furthermore, the leading methods in the IDS are also discussed with their advantages. Although several techniques have been developed in this area, no single method covers all types of network attacks. In the paper, innovative content is added in terms of up-to-date methods by including all traditionally available methods for IDS in the network by considering different types of attacks in the network. Thus, this review has provided the growth of IDS and the issues the developed methods face.

The contribution of this paper is summarized as follows:

- To study the network security issues and point out the necessity of an IDS as a solution for detecting attacks.
- To emphasize attacks in networks, then provide the key role of IDS for network security.
- Highlight the challenges and advantages of the current works in intrusion detection.
- To bring an effective solution to overcome the issues associated with recently developed methods.
- Provide an excellent approach for detecting the harmful unknown intrusions in the network by resolving the issues in existing and newly developed methods based on the analysis.

The organization of this review paper is given as follows; section 2 deals with several attacks in the network, and Section 3 elaborates on the detection methods and their pros and cons. Section 4 explains the limitation of NIDS. Section 5 includes the conclusion and future scope for network ID.

II. ANALYSIS OF ATTACKS IN THE NETWORK

Data transmission through the network may be subject to various threats and safety risks. Hence, it is often unable to be secure with new techniques. It is very important to analyze the intrusion and attacks in the network to secure it from failure. Malicious nodes in the network create a routing attack. Different security threats and network attacks are discussed below.

A. Security Threats in Network

The network should meet some security measures to prevent intrusions from outside the network. An unauthorized user can enter the network if the organization fails to meet sufficient security concerns like prediction, securing and isolation. On the other hand, data management in the network is affected by a lack of bandwidth management. Because data communication in the network depends on bandwidth resource utilization, thus the excess utilization of bandwidth in the network will lead to bandwidth wastage. The severe issue in network transmission is data confidentiality. The lack of an encryption mechanism will lead to data leakage in the network [15]. Network attacks such as snooping, traffic, modification, denial of services and injection of intrusions are common in the network [16].

B. Active and Passive Attacks

Attacks in the network are classified into two types: active and passive attacks. The intruder incepts the data in the network during a passive attack, whereas, in an active attack, the intruder initiates a command to disturb network operation.

- Spoofing: In a spoofing attack, the sender can change the network topology due to the miss-present data of a malicious node.
- Modification: In this kind of attack, the data route is modified by a malicious node so that the message may be sent through a long route. Data routing through long-distance leads to communication delays [17].
- Wormhole attack: In a wormhole attack, the data transmission between two nodes is affected due to malicious nodes. This attack fake a route instead of the short route in the network; thus, distance gets confused [18].
- Sinkhole: The sink-hole attack attracts network traffic through false routing metrics. The sink-hole attack invites many attacks in the network, sending false information [19].
• Denial of service attack: Most communication networks have limited energy resources; hence, they do not cope with sophisticated safety technologies. One of the common attacks in network communication is a DOS attack. The DOS affects almost all network layers, thereby disabling the proper functioning of the network. The DOS also abuse data in the network by allowing multiple attackers. The DOS attacks may lead to poor network performance, spam messages, packet delay and loss [20].

• Sybil attack: This attack uses fake identities to transmit data on the network.

• Traffic analysis attack: this kind of attack examines node behavior, network traffic and length of the message.

• Eavesdropping: Eavesdropping on ongoing communication may cause information leakage on cryptography or connection [21].

• Monitoring attack: The intruder can read the confidential data but cannot modify the data.

• Remote to Local (R2L) attack: The attacker gets access to the network without an account in the R2L attack, considered a critical attack in the network. This type of attack depends on host level and network-level features.

• User to Root (U2R) attack: The U2R needed semantic data that was hard to capture at the initial stages. U2R commonly happens in content-based fields where the attacker starts as a normal user and then becomes a superuser to abuse the network.

• Probe: It is illegal to gather network information about several services and sources to violate network security.

• Man-in-the-middle (MITM) attack: In the MITM attack, the attacker can access both ends of the communication channel, thereby manipulating the data. In such attacks, the attacker tries to initialize secure communication by sending messages. Finally, the attacker gets access to encrypt all the messages in the communication channel [22].

• Malware attack: In this kind of attack, the evade signature is matched by dynamically modifying the code. Due to the different purposes of the attackers, it becomes difficult to detect the attack.

• Phishing attacks: Spam e-mails are created to advertise a product, which is slightly modified to harm the user is known as phishing attacks financially. Phishing crimes are created by making a fake website the same as the original website and then creating fraudulent offers to the user [23].

• Distributed denial of service: This attack disrupts the normal traffic of the targeted server or network by overwhelming the target.

III. BACKGROUND OF INTRUSION DETECTION SYSTEM (IDS)

Intrusions in the system are noticed by continuous observation of the system, in which the system administrator examines intrusions through user activities. The main aim of IDS is to examine the intrusions in the system. However, it is a difficult task, in fact, the IDS has not examined intrusions at all; that only examines the symptoms of intrusions. The symptoms gathered by the IDS are referred to as manifestation, where the collected evidence is not sufficient for detection, then the system can’t access the intrusions at all. As the network attacks increased with time, the early form of intrusion detection methodologies is not scaleable.

The IDS is a significant tool for the network to examine security breaches. The IDS continuously monitors the network traffic entering and leaving the system, thereby examining network intrusions. The communication in the network is carried out through wire and wireless mediums. Thus, the network attacks increased dramatically in the network. Moreover, technological advancements increase new attacks on the network. The intrusion of attacks common in new computing environments such as wireless sensor network, fog computing, e-healthcare and cloud computing. IDS is vital security component that enables the computer network for IT organization. Hence, it is needy to construct IDS to defend the network from attacks. To provide a sufficient solution for IDS, it is important to investigate the up-to-date methods.

A. Principles of IDSs

IDS is nothing but the process of observing the events that occur in the system and then examining the intrusions through these events [24]. Intrusions can take several forms routing attacks, sniffer attacks, U2R attacks, man-in-the-middle attacks, Dos/DDos, and cyber-attacks [25, 26]. One of the major tasks of IDSs is to separate harmful attacks from normal traffic in an efficient manner. Connecting to a wrong system by wrongly typing the address is an example of normal traffic, which is considered a threat. Due to the timely detection of intrusions, IDS protects the system or network from failure. The major functions offered by IDS are listed below.

• Provide timely alarm while detecting threats in the system.

• Take necessary action to respond to the alarm detected [27, 28].

Factors to be considered for effective IDSs are summarized below:

• Robustness of the system

• Speed of detection

• Maximum detection rate.

• The minimum detection rate of normal traffic is a threat.

• Reduction in the system requirement, which includes hardware and software

• Accuracy in detecting threat location
• Integration with other technologies.

1) Data collection & recording: Initially, the network data are gathered to create the profiles of normal data compared with the observed data of the network. After initializing the profile of normal data, the network data are collected to check the intrusions. Since the volume of collected data is huge, creating small groups as vectors is useful in detecting intrusions.

2) Identification of harmful intrusions: Harmful threats in the network are observed by analyzing the data. In this step, the host and network data were examined for accurate detection of intrusions. In this stage, the undesired actions outside the network are recorded to detect intrusions.

3) Alert: In this stage, the condition of the network is examined by the judgement based on evaluated data, which examines whether intrusion occurred or not. Once it is acknowledged that the threat has happened, the IDS immediately communicate it with the administrator. Few IDSs can control attacks by utilizing network resources. Communication of threat occurrence is performed using various platforms like e-mails and messages in the user interface [29, 30].

IV. DETECTION METHODOLOGIES

The ID methodologies are classified as:
• IDS types by detection technique
• IDS types by monitored platform

A. IDS Types by Detection Technique

Further, the detection technique is categorized as,
• Anomaly based model
• Specification based
• Hybrid methods

1) Anomaly-based (anomaly detection): Anomaly-based IDS detection approaches compare observed activities with definitions to predict malfunctions. Normally, anomaly-based detection has some rules to define basic network functioning based on the intrusions observed. Sultan et al. [31] proposed an anomaly based method using a variational encoder for the ID in the network. The intrusion was detected through a semi-supervised learning approach and unsupervised deep learning (DL) methods. Variational autoencoder (VAE) and autoencoder (AE) were employed using flow features to detect unknown attacks. The area under receiver operating characteristics (ROC) was calculated using these methods and compared with a one-class (OC) support vector machine (SVM). AE and VAE were used, and OCSVM were trained through semi-supervised learning. To detect intrusion on flow-based data, that approach uses DL methods. But that proposed method increases the false alarm rate.

Whereas, Shubhra et al. [32] proposed an adaptive scheme that combines both the adaptive grasshopper optimization algorithm (AGOA) and the ensemble of feature selection (EFS) method for identifying attacks. The EFS ranked the attribute from a selected subset of attributes having higher ranks, and the AGOA was adopted to find significant attributes from datasets. SVM was used as a fitness function to increase classification performance and efficient feature selection; the proposed method decreased proficiency. Hence to improve the classification, Bayu et al. [33] proposed a Two-Stage Classifier based IDS (TSE-IDS) to detect attacks. In order to minimize the feature size of datasets, hybrid particle swarm optimization (PSO), ant colony algorithm (ACO), and genetic algorithm (GA) were used. In addition, a reduced error pruning tree (REPT) classifier is used for improving classification performance and feature selection.

In order to improve dynamic network performance, Nguyen et al. [34] proposed anomaly-based network IDS (NIDS) using DL to consider false-positive rates and the unavailability of labelled data. The proposed method used Restricted Boltzmann Machines (RBM) and Autoencoder. The staked auto encoder performed better than RBM but consumed more time due to higher computation. Future work is needed to improve speed and reduce the oscillations in the slope of training error. Roshan Kumar and Deepak Sharma [35] proposed a hybrid ID algorithm focusing on reduced time consumption. That proposed method was developed by combining anomaly and signature-based approaches. That proposed method was more effective for detecting more attacks. But that proposed method had the drawback of higher time consumption.

![Table I: Anomaly-Based IDS](image-url)

<table>
<thead>
<tr>
<th>Author</th>
<th>Method</th>
<th>Datasets</th>
<th>Outcome</th>
<th>Advantages</th>
<th>Drawback</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sultan et al. [31]</td>
<td>Variational Autoencoder</td>
<td>NSL-KDD</td>
<td>AUC – 0.7596</td>
<td>The detection rate is higher</td>
<td>A false alarm is more</td>
</tr>
<tr>
<td>Bayu et al. [33]</td>
<td>Two-Stage Classifier Ensemble</td>
<td>NSL-KDD and UNSW-NB15</td>
<td>A - 85.8% S - 86.8% P - 91.60% DR - 88%</td>
<td>Improved precision metric and accuracy</td>
<td>Multi-class classification problem</td>
</tr>
<tr>
<td>Nguyen et al. [34]</td>
<td>NIDS</td>
<td>KDDcup99</td>
<td>T - 240sec</td>
<td>Effective in detecting and classifying intrusion into five groups.</td>
<td>Higher oscillation in the slope of training error</td>
</tr>
<tr>
<td>Roshan et al. [35]</td>
<td>HyINT</td>
<td>KDDcup99</td>
<td>T - 14.773</td>
<td>Ability to detect unknown attacks</td>
<td>Time-consuming process</td>
</tr>
</tbody>
</table>
Above mentioned methods for anomaly-based IDS methods for network ID and their outcome and advantages are illustrated in Table I. In every table, the performance measures are indicated by Accuracy (A), Detection rate (DR), Precision (P), F-score (F), Connection rate (CR), Learning rate (LR), True Positive rate (TP), False Positive rate (FPR) and Ability to avoid missclassification (AUC), false alarm rate (FAR), false positive (FP).


Anhtuan Le et al. [36] proposed Routing Protocol (RP) for Low Power and Lossy Networks (RPL). That proposed method was constructed by a semi-auto profiling technique that generates high-level abstracts. That proposed approach includes protocol states and transitions on statics executed on several IDS rules. The power consumption was minimized by eliminating the overhearing of communication. Furthermore, the RPL information object and Information Solicitation (DIS) were introduced to alleviate the synchronization issues. But that the proposed method needs to be improved to detect internal threats.

Hence, Herson Esquivel-Vargas et al. [37] proposed a specification-based IDS using the BACnet protocol to enhance the detection rate. In that approach, fully automated deployment of IDS through BACnet protocol was used. In that protocol, the certified devices were demanded to document, representing network behavior. The prototype of that protocol was executed passively, and the attacks were detected on a single BACnet packet. But that proposed method needs to be improved to increase network security.

Above mentioned methods for specification-based IDS, along with its outcome and advantages, are illustrated in Table II.

<table>
<thead>
<tr>
<th>Author</th>
<th>Approach</th>
<th>Application</th>
<th>Outcome</th>
<th>Advantage</th>
<th>Drawback</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anhtuan Le et al. [36]</td>
<td>semi-auto profiling technique</td>
<td>RPL-Based Network Topology</td>
<td>OH-6.3%</td>
<td>Higher energy efficiency</td>
<td>An extension of IDS is needed for detecting internal threats</td>
</tr>
<tr>
<td>Herson Esquivel-Vargas et al. [37]</td>
<td>synthetic traffic</td>
<td>BACnet Protocol</td>
<td>P-99.85% R-99.57%</td>
<td>Attacks can be detected during real and synthetic traffic</td>
<td>System security needs to be improved</td>
</tr>
</tbody>
</table>

3) Hybrid techniques: Hybrid techniques are developed by combining two methodologies for ID. Thus, the hybrid methods overcome the drawbacks of single approaches. Various hybrid approaches for NIDS are given below.

Further improving network performance and addressing the issues of RPL, Areej Althubaiti et al. [38] proposed an architecture by combining a centralized model with a sink and a distributed module with RPL. That hybrid method was called Authenticated Rank and Routing Metric (ARM). That proposed approach validates the legitimacy of data transferred through RPL control data while constructing the route. Sajad Einy et al. [39] proposed hybrid anomaly and signature-based NIDS for enhancing network security. Suricata IDS was adopted with a neural network model to examine the network’s malicious behavior in that proposed model. The signatures of different types of attacks were examined by the neural network (NN) model. Then, the output from NN was given to Suricata IDS. In addition, an open-source blacklist internet protocol was adopted in that system.

That proposed method may create additional attacks in the network. Hence to avoid additional errors in the network, MavraMehmood et al. [40] proposed a hybrid approach by combining SVM and an adaptive neuro-fuzzy interference system (ANFIS). That paper adopted min-max and data transformation methods for data pre-processing. Then, optimum features were chosen by the random forest recursive feature elimination technique. Afterwards, ANFIS and SVM were used for ID and classification, respectively.

Above mentioned hybrid methods for IDS, along with its outcome and advantages, are illustrated in Table III.

<table>
<thead>
<tr>
<th>Author</th>
<th>Method</th>
<th>Approaches/Modules</th>
<th>Outcome</th>
<th>Advantages</th>
<th>Drawbacks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Areej Althubaiti et al. [38]</td>
<td>hybrid specification-based IDS</td>
<td>Centralized and distributed models</td>
<td>Power consumption is 1966.711 mW</td>
<td>Extra overhead is minimized</td>
<td></td>
</tr>
<tr>
<td>Sajad Einy et al. [39]</td>
<td>Hybrid anomaly and signature-based IDS</td>
<td>Suricata IDS</td>
<td>A-96.11%</td>
<td>Different attacks are detected</td>
<td></td>
</tr>
<tr>
<td>MavraMehmood et al. [40]</td>
<td>ANFIS and SVM</td>
<td>random forest recursive feature elimination technique</td>
<td>A-99.3% Sp-0.998% P-0.999% R-0.992% F-0.995%</td>
<td>Higher accuracy</td>
<td></td>
</tr>
</tbody>
</table>

B. IDS Types by Monitored Platform (Data Source)

The moniter-based IDS methods are classified as:

- Network based IDS
- Host-based IDS

1) Network based IDS (NIDS): A NIDS detects harmful traffic on a network requiring promiscuous network access to examine the traffic. The IDS used some components to protect the network from attacks. The NIDS management console and management server were secreted from the remaining network. Therefore, the attacker cannot determine the location of the components.

Basant Subba et al. [41] proposed an artificial neural network (ANN) for IDS. The ANN optimization techniques
minimize the computational overhead and maintain high-level performance simultaneously. ANN consists of more interrelated nodes collaborating near each other to make a solution an exact task. ANN depend IDS model was suitable for real-time consumption. That proposed method requires more processing time. Hence to reduce the time consumption, Norbert Adam et al. [42] proposed NN based IDS to identify cruel behavior in the network. Ethernet taps were used to divide the signals and then distribute one branch to the original objective and another branch to the IDS. That technique tested for the nMap scanning attack, UDP flood attack, SYN flood attack and non-hateful statement.

Vrushali D. Mane & SN Pawar [43] proposed a back propagation ANN (BPANN) algorithm for detecting various network attacks to reduce FAR. The main objective of those methods was safeguarding the complete data with the support of a supervised neural network. In that approach, the neural network only used significant features of the KDD 99 dataset. The system performance was analyzed using 10% of the data from the KDD 99 dataset. The KDD training dataset contains a large number of signal connection vectors. The neural network needs a lot of time to test and train all datasets.

Further, Hossein Gharaei & Hamid Hosseinivand [44] proposed a GA and SVM for feature selection to improve network performance. GA drops the data dimension similarly, improving true positive detection and reducing the FP detection. In the feature selection method, input was considered traffic data that produces features (chromosomes) and then chooses chromosomes with higher categorization precision. SVM reduced computational time for training and achieved a low FPR with high accuracy. In that technique, KDD CUP 99 and UNSW-NB15 datasets were used for the testing. That proposed model was not suitable for large datasets.

IDS was a valuable device for analyzing and detecting malicious activities in the cloud network, and that was employed in organizations, enterprises and is important in cyberspace security. Kai Zhang et al. [45] proposed an intrusion action based correlation framework (IACF) for analyzing and correlating malicious behaviors in networks. IACF was used for improving the procedure of action extraction, scenario discovery and alerting. IACF alerts the network depending on the conception of intrinsic tough correlations. The sequence pruning algorithm (SPA) decreases false-positive impact and constructs the correlation. The IACF technique was used for predicting intrusion behavior depending on correlation graphs.

Basant Subba et al. [46] proposed a game theory (GT)-based false alarm (GTBFA) for reducing the FPA in signature-based IDS. A high FPA rate led to considerable utilization of network assets for monitoring against useless network fear. That proposed method links IDS alarms with network behavior to reduce the FPA rate of IDS. GTBFA uses more malicious activity scanners to scan the cloud network and generate a threat summary of the network. DARPA and IITG lab network datasets were used to reduce the FPA rate of IDS. A GT procedure was used to develop the network’s sensible vulnerability set (SVS). This proposed method offer reduces the detection rate of critical vulnerabilities. At the same time, network classification had long-term problems such as irrelevant features and redundancy. Priyadarsi Nanda et al. [47] proposed the least square (LS) SVM for IDS for feature selection. The KDD Cup 99, NSL-KDD and Kyoto 2006+ datasets were used to examine the performance of the LSSVM based IDS. Flexible, mutual information feature selection (FMIFS) was an efficient feature selection algorithm to decrease similarity. SVM was able to solve the binary classification problems.

Mobile malware could direct to some cyber security threats such as installing backdoors, stealing sensitive information, sending premium SMSs and ransomware attacks. The antivirus systems were not able to detect the advanced threats. Therefore, there is an additional layer of safety on the network to protect the users from threats. Sanjay Kumar et al. [48] proposed a machine ML dependent on NIDS. ML classifiers were built using a dataset consisting of labeled instances of network traffic features created through some malicious. NIDS was capable of identifying malicious traffic effectively where antivirus created false negatives. ML classifiers were used as the most efficient and traditional antivirus in that technique. The ML model was integrated into traditional IDS for detecting advanced threats and decreasing false positives.

Communication systems had two major challenges: privacy of user-specific data and computer security. The increasing uses of Internet connected devices had a certain increased to more number of vulnerabilities, which integrated assault on devices. Ayyaz-ul-Haq Qureshi et al. [49] proposed a novel random NN depending on IDS (RNN-IDS) for detecting malicious activity. The RNN architecture consists of one way to pass the signals or information where data or signal transfers from the input layer to the hidden layer. In that technique, performance was estimated by training dissimilar numbers of input and hidden layer neurons through a learning tariff on standard NSL-KDD datasets for binary classification. The gradient descent algorithm (GDA) was used for classifying the binary class of NSL-KDD datasets. A large number of input neurons were needed to improve detection accuracy. Moreover, the proposed method detects only a few attacks.

Thus, Sanchit Nayyar et al. [50] proposed an LSTM based ML approach for examining intrusions in the network. That proposed approach was tested on the CICIDS2017 data set with several attacks such as Web based Brute Force, DoS Hulk, DoS slowloris, DoS GoldenEye DoS slowhttptest, DDoS LOIT and Patator based attacks. The neurons in the input and output layers were 77 and 2; 12 hidden layers were presented. That proposed approach requires an efficient algorithm for better classification. Nuno Oliveira et al. [51] suggested a sequential approach based on NIDS.

Moreover, the performance of multilayer perception (MLP), random forest and long short term memory was estimated on the CIDDS-001 dataset. That proposed model was evaluated on single flow and multi-flow. Above mentioned methods and their advantages are illustrated in Table IV.
TABLE IV. NETWORK BASED IDS

<table>
<thead>
<tr>
<th>Author</th>
<th>Method</th>
<th>Datasets</th>
<th>Classifier</th>
<th>Outcome</th>
<th>Advantages</th>
<th>Disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td>Basant Subba</td>
<td>ANN</td>
<td>NSL-KDD</td>
<td>ANN</td>
<td>A-95.05% DR-95.05%</td>
<td>High accuracy and detection rate</td>
<td>More processing time for large neural network</td>
</tr>
<tr>
<td>Norbert Adam</td>
<td>NNIDS</td>
<td>Train.txt</td>
<td>ANN</td>
<td>CR-1 LR-0.5</td>
<td>Recognize malicious activities</td>
<td>Spanning port per switch was allowed</td>
</tr>
<tr>
<td>Vinshali D. Man</td>
<td>BPAN</td>
<td>KDD 99</td>
<td>ANN</td>
<td>A-98.0% DR-92.80%</td>
<td>Minimize FAR</td>
<td>Sensitive to noise data</td>
</tr>
<tr>
<td>Hossein Gharey</td>
<td>GA and SVM</td>
<td>KDD CUP 99 and UNSW-NB15</td>
<td>SVM</td>
<td>A-99.05% TP-98.47%</td>
<td>High accuracy and low FPR</td>
<td>SVM was not suitable for large datasets</td>
</tr>
<tr>
<td>Kai Zhang</td>
<td>IACF</td>
<td>LLDOS 1.0</td>
<td>SPA</td>
<td>A-90%</td>
<td>Efficient in alert correlation</td>
<td>Less information in the infiltration scenario</td>
</tr>
<tr>
<td>Basant Subba</td>
<td>GTBF A</td>
<td>DARPA and ITG Lab</td>
<td>SVS</td>
<td>A-98.55% DR-91.87%</td>
<td>High accuracy</td>
<td>The detection rate was low against non-critical vulnerabilities</td>
</tr>
<tr>
<td>Priyadars Nanda</td>
<td>LSSV M</td>
<td>KDD Cup 99, NSL-KDD and Kyoto 2006+</td>
<td>SVM</td>
<td>A-99.94% DR-98.93%</td>
<td>Better accuracy and low computational cost</td>
<td>Not suitable for unbalanced sample distribution condition</td>
</tr>
<tr>
<td>Sanjay Kumar</td>
<td>ML</td>
<td>KDD99, DARPA 1998/1999 and ISCX 2012</td>
<td>ML classifier</td>
<td>A-99.4% DR-82% TP-99.6% FP-1.8%</td>
<td>Detect threats with high accuracy</td>
<td>Classifier modelled using few malware functions</td>
</tr>
<tr>
<td>Ayyaz Ul-Haqq</td>
<td>RNN-IDS</td>
<td>NSL-KDD</td>
<td>GDA</td>
<td>A-94.50% P-98.9% D-95.3% TP-95.31% FP-1.28%</td>
<td>High precision value</td>
<td>More number of input and hidden neurons are required for better efficiency</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Author</th>
<th>Method</th>
<th>Datasets</th>
<th>Classifier</th>
<th>Outcome</th>
<th>Advantages</th>
<th>Disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sanchi Nayyar et al.</td>
<td>RNN-LSTM</td>
<td>KDD 99 data set</td>
<td>SVM</td>
<td>A-99.94% DR-99.94%</td>
<td>High accuracy</td>
<td>More attacks are founded</td>
</tr>
<tr>
<td>Nuno Oliveira et al.</td>
<td>Sequential approach</td>
<td>CICIDS-001 dataset</td>
<td>RF, MLP and LSTM</td>
<td>A-99.94%</td>
<td>Anomaly detection improved by sequential flow</td>
<td>Need to develop an effective classification algorithm</td>
</tr>
</tbody>
</table>

2) Host-based IDS (HIDS): Host-based IDS protects our systems from many harmful intrusions occurring in the network. The host-based approach detects normal behavior by sequencing the system call. System sequences in the network create the sequences.

Chawla et al. [52] proposed Convolutional Neural Network (CNN) - Gated Recurrent Unit (GRU) language model for the just released Australian Defense Force Academy Linux Dataset (ADFA-LD). Training time is reduced by implementing CRR in the place of normal LSTM. Normal call sequence training is given to the model. In that approach, the next integer was predicted through training provided probability distribution. That proposed method had a lower convergence speed. Hence, Robin Gassais et al. [53] proposed host-based automated IDS by combining machine learning (ML) algorithms and tracing techniques to improve the convergence speed. That proposed approach used Random Forest (FT) Gradient Boosted Trees (GBT) for intrusion detection. Information on tracing was obtained from user space and kernel space. Adaptation based tuning for new devices are explained in that approach. The system has shown better accuracy in detecting threats and alerting the system. In that proposed approach, the network was analyzed only in series. Thus, it does not provide higher detection accuracy.

By focusing on higher network accuracy, Prachi Deshpande et al. [54] proposed HBIDS by analyzing system call traces and alerting users if any threats were detected. K-nearest neighbor (kNN) was used as a classifier for tracing. The KNN allows easy inclusion of new training data. The network was analyzed through the frequency of failed system calls over successful system calls. The host-based IDS methods and its outcome are illustrated in Table V.
TABLE V. HOST BASED IDS METHODS

<table>
<thead>
<tr>
<th>Author</th>
<th>Method</th>
<th>Dataset</th>
<th>Outcome</th>
<th>Advantage</th>
<th>Drawbacks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chawla et al. [52]</td>
<td>Convolutional Neural Network</td>
<td>Australian Defence Force</td>
<td>TDR - 100%</td>
<td>More accurate with</td>
<td>Slow convergence</td>
</tr>
<tr>
<td></td>
<td>Gated Recurrent Unit</td>
<td>Academy y Linux Dataset</td>
<td>FAR - 60%</td>
<td>reduced training</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>time</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Robin Gassais et al. [53]</td>
<td>Random Forest Gradient Boosted</td>
<td>User Space Kernel Space</td>
<td>DT - 1.23</td>
<td>Improvements in</td>
<td>Analyzing only in</td>
</tr>
<tr>
<td></td>
<td>Trees</td>
<td></td>
<td>RF - 1.68</td>
<td>detection time</td>
<td>series, not parallel</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>GBT - 9.28</td>
<td></td>
<td>and need learning</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>SVM - 6.79</td>
<td></td>
<td>for detection</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>MLP - 2.16</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Prachi Deshpande et al. [54]</td>
<td>K-nearest neighbour</td>
<td>-</td>
<td>A - 96%</td>
<td>Improvements in</td>
<td>Delayed Detection</td>
</tr>
<tr>
<td></td>
<td>Classifier</td>
<td></td>
<td></td>
<td>Accuracy</td>
<td>time</td>
</tr>
</tbody>
</table>

C. Network Intrusion Detection Approaches

Since there are several methods were suggested by the authors to deal with intrusions into the network. Previous sections analyze host-based, specification-based, network-based and anomaly-based methods. Those methods do not perform well in detecting all kinds of attacks and have reduced detection accuracy. Moreover, the network intrusions are detected by clustering, hybrid and evolutionary algorithms reviewed in the upcoming section.

1) Clustering based NIDS: The clustering-based approaches are aimed at reducing network complexities and easing detection accuracy. Some of the clustering-based NIDS are listed below.

Luiz Fernando Carvalho et al. [55] proposed an unsupervised learning approach for NIDS for extracting features. A modified ant colony optimization algorithm was used to optimize the multi-dimensional flow of the network. That proposed method offers lower detection accuracy; hence, to overcome these drawbacks, Yanqing Yang et al. [56] proposed a fuzzy aggregation method using a modified density peak clustering algorithm (MDPCA) and deep belief networks (DBNs). In that proposed approach, the training sets were divided into sub-sets with the same number of attributes of various cluster centers. That proposed method enhances automatic feature selection.

Moreover, Wei Liang et al. [57] proposed a multi-feature data clustering optimization model to improve impersonation attacks' detection accuracy. Security coefficients and weighted distances were categorized based on priority thresholds in that proposed method. The similarity of multi-feature data was examined through distance metrics. That proposed algorithm halted the clustering while reaching the preset iteration or obtaining the best cluster.

2) Evolutionary algorithm: Evolutionary computing methods are also known as bio-inspired algorithms that are processed based on the behavior of biological organisms. Bio-inspired algorithms are widely applied in many fields due to their simple processing. Evolutionary algorithm-based NIDS is given below.

Vajihe Hajisalem and Shahram Babaie [58] proposed hybrid Artificial Bee Colony (ABC) and Artificial Fish Swarm (AFS) algorithms. In addition, the fuzzy C-means clustering and Correlation-based Feature Selection (CFS) techniques were adopted to avoid unnecessary features. The CART technique formulated the fuzzy rules for classifying normal and intrusion data in that approach. Further improving network intrusion classification, Chauuki Khammassi and Saoussen Krichen [59] proposed a genetic algorithm (GA) and logistic regression based learning algorithm. That proposed method was evaluated under the KDD99 dataset and the UNSW-NB15 dataset. In addition, three decision tree classifiers were adopted for performance evaluation. The performance measures examined for the KDD99 dataset are illustrated in the table.

3) Classification based NIDS: Classification-based approaches are adopted for classifying malicious and normal behavior of the network. The classifier is developed by training data and classifies network behavior in classification-based methods. The classification approaches are carried out in either a multi-class or single-class manner. Some of the classification approaches for NIDS are given below.

Jiyeon Kim et al. [60] proposed a CNN-based NIDS to examine the DOS attack evaluated on the KDD CUP 1999 dataset comprised of DOS, U2R, R2L and probing attacks. That proposed model detects attacks belonging to a similar category. Moreover, the CSE-CIC-IDS2018 is also used for examining advanced IDS attacks. That proposed method offers lower detection accuracy of 93%. To enhance detection accuracy for examining cyber-attacks, Guo Pu et al. [61] proposed a hybrid unsupervised cluster based NIDS by combining OC-SVM and subspace clustering methods. This proposed method was validated under the NSL-KDD dataset. The OC-SVM was suitable for unlabelled data in which the data had a normal class only. That maps both the feature space with data under the kernel. The feature selection must be improved further for better performance.

Yang Jia et al. [62] proposed a new deep NN (NDNN) model for NIDS that comprised four hidden layers evaluated on KDD99 and NSL-KDD. In that model, the input, hidden, and output layers consist of 41 neurons, 100 neurons, and 5 neurons, respectively. The proposed model performs better in KDD99 datasets but cannot provide better detection accuracy. But the KDD99 provides better performance in different kinds of attacks. Ahmed Iqbal and Shabib Aftab [63] proposed a feed-forward and pattern recognition (PR) ANN model to improve detection accuracy. The ANN was trained by scaled conjugate gradient, training functions and Bayesian regularization. That feed-forward network had multilayer neurons that were trained by Bayesian regularization. Then the PR was trained by a scaled conjugate gradient function. Arun Nagaraja et al. [64] proposed a UTTAMA classifier for detecting network intrusion; moreover, the Apriori algorithm based Frequent Pattern (FP) max algorithm was used. That
proposed classifier was tested under KDD-41 and KDD-19 datasets.

4) Hybrid approaches: Hybrid approaches are developed by adding various classification algorithms, methods and techniques. Some of the hybrid approaches are listed below.

Ansam Khraisat et al. [65] proposed a hybrid C5 decision tree classifier and OC-SVM, estimated on network security laboratory-knowledge discovery in a database (NSL-KDD). The proposed model used the attributes of benign samples, which does not use the data from other samples. The OCSVM classifier converts instances into a high dimensional attributes space and locates a suitable boundary hyperplane. That approach can detect the intrusions with only limited samples whereas, it has lower accuracy. Muhammad Ashfaq Khan [66] proposed a hybrid convolutional recurrent neural network-based NIDS. That method was estimated on the CSE-CICDS2018 dataset that comprised seven types of attacks. Moreover, the network was mixed with traffic and non-traffic nodes to examine the suggested method. That suggested method was only investigated on the single dataset.

Different NIDS approaches are illustrated in Table VI.

**TABLE VI. DIFFERENT APPROACHES FOR NETWORK INTRUSION DETECTION**

<table>
<thead>
<tr>
<th>Author</th>
<th>Method</th>
<th>Performance measures</th>
<th>Advantages</th>
<th>Drawbacks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Luiz Fernando Carvalho et al. [55]</td>
<td>Ant colony optimized digital signature</td>
<td>TPR is 95% for 1% FPR</td>
<td>Suitable for anomaly detection in large scale network</td>
<td>Lower detection accuracy</td>
</tr>
<tr>
<td>Yanqing Yang et al. [56]</td>
<td>MDPCA and DBN</td>
<td>A-90.21% DR- 96.22% FPR- 17.15%</td>
<td>Reduces the complexities in training sub-sets</td>
<td>Cannot detect the R2L and U2L attacks</td>
</tr>
<tr>
<td>Wei Liang et al. [57]</td>
<td>Multi-feature data clustering</td>
<td>DA-0.95 for 75 features</td>
<td>Detection accuracy is improved during a high overlap</td>
<td>Only detect the known attacks</td>
</tr>
<tr>
<td>Vajiheh Hajisalem and Shahram Babaie [58]</td>
<td>CFS techniques</td>
<td>FPR-0.01% DR-99%</td>
<td>Lower overhead</td>
<td>Need to reduce network complexity</td>
</tr>
<tr>
<td>Chaukki Khammassi and Saoussen Krichen [59]</td>
<td>genetic algorithm (GA) and logistic regression based learning algorithm</td>
<td>FAR- 99.81% DR- 1.105%</td>
<td>Better accuracy in detecting DOS attack</td>
<td>Need to reduce the misclassified results</td>
</tr>
<tr>
<td>Jiyeon Kim et al. [60]</td>
<td>CNN</td>
<td>P-1 A-93% R-1 F-1</td>
<td>New attacks are identified through the CSE-</td>
<td>Only detect the attack belongs to the same category</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Method</th>
<th>ROC AUC</th>
<th>TPR @ 0.99 FPR</th>
<th>FPR @ 0.99 TPR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Guo Pu et al. [61]</td>
<td>0.97</td>
<td>99.99%</td>
<td>0.005%</td>
</tr>
<tr>
<td>Yang Jia et al. [62]</td>
<td>0.99</td>
<td>99.998%</td>
<td>0.0007%</td>
</tr>
<tr>
<td>Ahmed Iqbal and Shabib Aftab [63]</td>
<td>FFANN</td>
<td>0.9995%</td>
<td>0.005%</td>
</tr>
<tr>
<td>Ansam Khraisat et al. [65]</td>
<td>OCSVM</td>
<td>A-83.24%</td>
<td>Detect the intrusions with fewer samples</td>
</tr>
<tr>
<td>Muhammad Ashfaq Khan [66]</td>
<td>HCRNN</td>
<td>A-97.75%</td>
<td>Provides sufficient security against malicious nodes</td>
</tr>
</tbody>
</table>

5) Discussion on traditional methods

- The anomaly-based methods follow some detection rules based on some considerations thus, it is not capable of detecting all faults in the network. Moreover, the rule-defining process is degraded by the protocols, whereas the custom protocols also affect the rule-defining process.
- The clustering-based NIDS methods reduce the computational complexities in the network by grouping large datasets. In contrast, these methods affect detection rates in positive and negative ways. Moreover, the clustering approaches consume more time and can be affected by local minima.
- Classification-based NIDS approaches to improve the detection accuracy of network intrusion. Due to its adaptive nature, more data can be trained and tested using the ANN. On the other hand, the detection performance is improved by adding more layers within the network. Thus resource utilization is increased, resulting in over-fitting issues. Furthermore, that approaches needs relevant information for detecting unknown attacks.
- In evolutionary algorithm based NIDS, the detection accuracy and intrusion detection performance depend
on the algorithm used. The meta-heuristic algorithms adopt the behavior of living organism; thus, it does not require prior information about the network. The evolutionary algorithms do not affect by network noises. At the same time, the evolutionary algorithms are hard to map with network related issues.

- Compared with other methods, hybrid NIDS approaches have better performance but require high resources due to the combination of multiple techniques.

From the above analysis, it was noted that the rule-based approaches are affected by the protocols and clustering approaches increases the complexity due to large datasets and the classification based approaches needs more layers to provide an accurate results.

D. Deep Learning (DL) and Machine Learning based NIDS

Several methods are reviewed in the literature for detecting intrusion in the network, but they lack data management and feature learning. Both are considered important issues in IDS. Thus the DL based approaches are developed for detecting security threats in networks. Some of the DL based approaches are listed below.

Quamar Niyaz et al. [67] proposed a DL approach for detecting intrusion in the network in which self-taught learning (STL) was adopted. That proposed STL method comprised two stages wherein the representation of good features was learnt from unbalanced data collection. Then that learn representation was employed for labelled data that was adopted for classification. In that approach, the NSL-KDD dataset was adopted, which was minimized version of the KDD Cup 99 dataset. The sparse auto-encoder and soft-max regression matrix-based IDS were implemented in that paper. Furthermore, the performance of the IDS was enhanced by adding an extension of auto-encoders and stacked auto-encoder.

Hongpo Zhang et al. [68] proposed a denoising auto-encoder (DAE) and a weight loss function to select appropriate features for detecting intrusion by minimizing the feature dimensionality. Then, the chosen features were categorized through the multilayer perceptron (MLP) to identify the intrusion. In that proposed method, one key feature selection adds the weights to several samples’ loss functions, which eases the feature selection. In that method, 12 features were chosen among 202 features with a 5.9% selection ratio. In MLP, two hidden layers were used for classification, which yielded an accuracy of 98.80%.

Fahimeh Farahnakian and Jukka Heikonen [69] proposed a deep auto-encoder (DAE)-based method to detect network attacks caused by several vulnerabilities. That proposed DAE was trained in a greedy layer-wise fashion to evade the over-fitting and local optima. That proposed approach was executed through training and testing phases. During the training process, the system did the adoption of the training dataset and the creation of the DAE model. During the testing phase, a model was used for labelling test data. The input layer denotes 117 features of the dataset, and then the hidden layer chooses 32 features. In that method, the sigmoid function was chosen for hidden layers.

Vinayakumar et al. [70] proposed a deep NN (DNN) for detecting intrusion and classifying cyber-attacks. The Apache Spark cluster computing platform designed the scalable computing architecture in that proposed method. That proposed architecture explores the processing competence of a general purpose graphical processing unit (GPGPU) for rapid network investigation. The proposed architecture of DNN comprises five hidden layers for extracting complex features and pattern recognition ability. That proposed method was executed for different classifiers such as KDDCup 99, NSL-KDD, UNSW NB-15 and WSN-DS. Moreover, the result implies that the dataset of KDDcup99 and NSLKDD offer higher accuracy in the 95% to 99% range. The performance measures for binary classification of the KDDcup99 dataset with five layers of DNN are illustrated in the table.

Faten Louati and Farah Barika [71] proposed a DL based multi-agent system (MAS) for detection by combining the multi-agent features with DL algorithms. In that approach, the agents were generated by three algorithms: MLP, autoencoder and k-nearest neighbour in which the autoencoder was used for feature reduction. In contrast, MLP and autoencoder were used for classification. In that approach, the MLP was a subset of DNN that was based on the backpropagation (BP) algorithm. Moreover, in autoencoders, the output layer had a similar number of nodes as the input layer. The auto encoders minimize the number of features from 120 to 10. In addition, the MAS enhances the network performance through proactivity and reactivity, which eases intrusion detection. The MAS comprises a pre-processor agent, reducer agent, classifier agent and decision-maker agent.

Soosan Naderi Mighan and Mohsen Kahani [72] proposed a hybrid DL and support vector machine (SVM) for feature extraction and classification. The stacked autoencoder (SAE) was used to reduce feature sets’ dimensional reduction. In addition, the SVM was adopted for classification. In the pre-processing stage, symbolic features were converted into numeric values that range from zero to several symbols. The data normalization step was executed to minimize the dimension for all attributes. Then the latent features were extracted in the second phase; after that, the DL approach detected the attack. That suggested model was investigated on the ISCX IDS UNB dataset and it results in faster execution time.

Kasongo and Yanxia Sun [73] proposed feed-forward DNN (FFDNN) along with wrapper based feature selection (WFEU). The proposed method used an extra tree algorithm for optimum feature selection. That proposed method was evaluated under AWID and UNSW-NB15 datasets. The UNSW-NB15 dataset comprised 39 numerical features, three input nominal features had the feature type of binary, float and integer. In the initial phase, the FFDNN was implemented; after that, the WFEU was included. The experimental results demonstrate that the wrapper-based feature extraction was effective for the UNSW-NB15 dataset. In AWID, the
proposed model was implemented with a whole set of features; after that, 26 features were used from 154 attributes.

Sandeep Gurung et al. [74] proposed a DL and sparse auto-encoders for feature learning. That proposed method was trained by the NSL-KDD dataset that yields the output value as 0 (normal user) or 1 (intruder). In a pre-processing step, the numeric parameters were replaced instead of non-numeric parameters then the data was normalized. That proposed method reduced the false alarm rate lower than the signature-based method. Mike Nkongolo et al. [75] proposed a novel dataset, UGRansom1819, to detect unknown network attacks like zero-day threats. That proposed dataset benefited from unknown attacks that were not explored before and could not be observed by known attacks that were more efficient than the KDD99 and NSL-KDD datasets.

By analyzing several DL-based intrusion detection approaches, it has been concluded that deep network models examine all types of intrusion in the network. Furthermore, the deep networks can classify the intrusion type thus, it can be useful for detecting unknown attacks in the network. The node with an Internet protocol (IP) address and Internet produces network traffic that blocks the service to users [76]. However, the ML based methods are applicable in ad-click prognosis systems, and a two-way authentication system provides a secure connection between digital environments [77, 78]. If the attack arises from several distributed hosts, it will cause distributed denial of service attack (DDoS) that is more harmful than normal DoS [79, 80]. Illegitimate users create the DDoS to deny the server provided services [71]. Moreover, the system performance is improved by adding auto-encoders that increase detection accuracy.

The DL-based IDS with its pros and cons are illustrated in Table VII.

<table>
<thead>
<tr>
<th>Author</th>
<th>Method</th>
<th>Dataset</th>
<th>Classifier</th>
<th>Outcome</th>
<th>Advantage</th>
<th>Disadvantages</th>
<th>Year</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quamar Niyaz et al. in 2016 [67]</td>
<td>DL</td>
<td>NSL-KDD dataset</td>
<td>Autoencoder</td>
<td>-</td>
<td>Improved performance by adding NB-tree and random-tree classifiers</td>
<td>The proposed method was not evaluated under real time IDS</td>
<td>2018 [69]</td>
</tr>
<tr>
<td>Faten Louati and Farah Barika in 2020 [71]</td>
<td>DL-MAS</td>
<td>KDDCup99, NSL-KDD and UNSW NB-15, WSN-DS</td>
<td>DT, RF, LR, NB, KNN, SVM-rbf</td>
<td>A-0.927 P-0.994 R-0.953 (KDDCup99)</td>
<td>Better performance than machine learning classifier</td>
<td>Autoencoders is not illustrated in the paper.</td>
<td>2018 [69]</td>
</tr>
<tr>
<td>Soosan Naderi Mighan and Mohsen Kahani in 2018 [72]</td>
<td>DL-SAE</td>
<td>ISCX IDS UNB dataset</td>
<td>DL-SVM</td>
<td>A-0.902 TPR-0.903 TNR-0.902 P-0.903 R-0.903</td>
<td>Faster execution time</td>
<td>The system tolerates the failure of one or more agents</td>
<td>2018 [69]</td>
</tr>
<tr>
<td>Kasongo and Yanxia Sun in 2020 [73]</td>
<td>FFDN</td>
<td>AWID, UNSW- NB15</td>
<td>SVM, decision tree (DT), random forest (RF), naïve Bayes (NB) and k-nearest neighbour (KNN)</td>
<td>A-99.66%</td>
<td>Adapted for wireless application</td>
<td>Not capable of managing large scale network traffic</td>
<td>2018 [69]</td>
</tr>
<tr>
<td>Sandeep Gurung et al. [74]</td>
<td>Sparse AE</td>
<td>NSL-KDD dataset</td>
<td>Logistic classifier</td>
<td>A-87.2% P-84.7% R-92.8% SP-80.7% NPV-90.7%</td>
<td>Used in any server which monitors the network activity</td>
<td>Lower testing accuracy, 87.48% for binary classification</td>
<td>2018 [69]</td>
</tr>
<tr>
<td>Hongpo Zhang et al. in 2018 [68]</td>
<td>denoising autoencoder (DAE)</td>
<td>UNSW-NB15 dataset</td>
<td>MLP</td>
<td>A-98.80% F-0.952 P-95.98% R-94.43% FPR-0.57%</td>
<td>Suitable for high speed network</td>
<td>-</td>
<td>2018 [69]</td>
</tr>
<tr>
<td>Fahimeh Farahakian and Jukka Heikkonen</td>
<td>DAE</td>
<td>KDD-CUP-99</td>
<td>Softmax</td>
<td>A-94.71% FA-0.42% DR-95.53%</td>
<td>A greedy unsupervised layer-wise</td>
<td>The impositons of sparsity constraints in</td>
<td>2018 [69]</td>
</tr>
</tbody>
</table>
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1) Discussion on DL and ML approaches: As mentioned earlier, the traditional methods have some limitations in intrusion detection; thus, the DL and ML based methods are used to resolve such issues. The insight on DL and ML based approaches are discussed below:

- The ML based methods provide better results in higher detection accuracy, but their performance completely relies on the data training.

- The DL methods efficiently examine enormous data in the network, but optimized layers improve their performance. Thus if the DL is used it must be used with the optimization algorithm to improve the computational efficacy.

- In a supervised learning based ML approach, classification is an important task; however, manual data labelling consumes more time for processing. Thus, the data labeling must be improved to get the benefits in ML approaches.

- The methods reviewed in the above section have used commonly used datasets such as KDD, CUP 99 etc., which do not contain the updated data of new types of attacks. While applying the methods to these datasets, the method’s robustness cannot be determined. On the other hand, constructing a new dataset is expensive and needs expert knowledge.

- The better performance of IDS is not guaranteed while using ML with the dataset without real-world samples.

Findings: From these analysis, it is found that the method should be improved in terms of data collection, feature extraction and classification. Moreover, the inclusion of up-to-date dataset is also important factor to examine the unknown attacks. Moreover, these findings are more sufficient for proving efficient solution to improve the IDS against various attacks.

E. Limitations of NIDS

Although several methods are available for network intrusion detection, some limitations are listed below.

- Despite the ongoing research on IDS, intrusion detection techniques still have some drawbacks, such as slow detection time and high false detection. Due to the high detection time, it is hard to make working these methodologies for high speed networks.

- It is impossible to run soft-computing techniques on huge data with many features and imbalanced data. For analyzing such huge data, efficient sampling and feature selection techniques must be used.

- Parallelly coordinated IDS are needed for large-scale and fast computing networks [82].

- Recently developed approaches perform better in detecting network intrusions but do not detect all types of attacks. Moreover, the available datasets comprised only a few attacks; thus, it is not effective for detecting all types of attacks. The up-to-date datasets may reveal new attacks in the network; thus, most of the recent IDS cannot detect several types of attacks due to the unavailability of up-to-date datasets.

- The important issue with anomaly-based method is that it can examine the zero-day attack when properly modelled. The improper modelling of anomaly-based methods will raise the false alarm rate.

- The dataset must be integrated with the DL models to identify more attacks in the network to learn many patterns. In these cases, the dataset generation will be expensive.

- Most importantly, the unbalancing dataset may degrade network performance by reducing detection accuracy; thus, a balanced dataset is required for better dataset performance.

- The major challenge in IDS is the execution in the real-world environment, whereas most existing methods are not validated using a public dataset in the lab.

- Several methods suggested in existing works are complex in structure; this may cause extra overhead for the network process.

- To minimize the routing overhead of the network by proper feature selection, the researchers propose optimization algorithms, but the convergence speed of the existing algorithms will affects the feature extraction.

- The ML approach has some limitations, such as handling raw, high dimensional data and unlabeled data. Thus it cannot provide better classification in the presence of large datasets and complex data labelling. Thus the ML approaches are not suitable in the case of multi-classification function.

- The IDS are also adopted in IoT applications thus that deal with several sensor nodes in such methods. Not all kinds of IDS are suitable for this sense; only lightweight IDS is preferred in these applications due to minimum power utilization.

- IDS plays a major role in providing better system security than other systems. However, new malicious attacks are occurring in large amounts, making providing system security within computer networks a tedious task. Therefore, systematically updating available datasets would be the need of the hour.

- The challenges associated with IDS are false alarm rate, low detection rate, unbalanced datasets and response time. Misuse or signature based IDS are usually accompanied by some degree of false-positive alarm rates and are inefficient in detecting unknown or novel attacks. The main challenge of this system is updating the signatures of harmful intrusions. The challenges associated with anomaly based IDS are miscalculation in detection, lack of speed, difficulty in alerting and unbalanced datasheets.
V. CONCLUSION

The IDS is a sufficient mechanism for securing the network against intrusions; thus, a comprehensive review of this topic is needed. This survey paper aimed to better understand intrusion detection in the network in accordance with different aspects. Different methods reviewed in this paper provide perceptive growth in intrusion detection. A wide range of methods was developed on this topic, each with advantages and drawbacks. A comparative analysis of different methods is given in this paper. Initially, several attacks occur in the networks were analyzed. After that, the NIDS is categorized under the detection technique and monitor platform. Further, the detection techniques are specification-based, anomaly-based and hybrid methods. Similarly, depending on the monitoring platform, the monitoring platform is classified as network-based or host-based. Additionally, classification-based, algorithm-based, clustering-based IDS are reviewed in detail. Tables provided deep insight into these methods and their pros and cons in each section. Different datasets are used in several methods to show the performance efficacy of the suggested method. It is found that most existing approaches detect few attacks only due to the availability of up-to-date datasets. By analyzing different methods, IDS is limited; the signature-based IDS are not effective for detecting the type of attack; thus, efficient IDS are modelled for detecting several kinds of attacks on the network.

The anomaly-based IDS effectively detect different types of attacks in the network, resulting in a higher false alarm rate; hence in future work, the anomaly-based approach will be improved by minimizing the false alarm rate. Even though the anomaly-based approaches can detect the zero-day attack, they cannot provide the desired outcome if it is not properly designed. To provide these issues, the ML and DL approaches are developed. The important task in intrusion detection is feature extraction. In the view of feature extraction, the DL outperforms ML by automatically extracting features. In addition, the survey shows that the classification-based methods had better performance in intrusion detection than all other methods. In addition, DL models are more effective for classification. Thus, it is concluded that DL approaches are more effective for detecting unknown attacks in the network. Most DL-based approaches are validated through different datasets in which the detection accuracy is based on feature selection. For this purpose, optimization algorithms are adopted. But single algorithms are not improving optimum feature selection. Since no methods were developed for unknown attack detection in the network with optimized DL. On the other hand, it is observed that the lack of an up-to-date dataset degrades intrusion detection in the network. This review cannot affirm the best method to detect unknown attacks in the network, but it suggests an effective way to detect unknown attacks. The future research direction of unknown attack detection is deliberated in the next section.

A. Future Works

The future scope of IDS is listed below.

This review verified that DL approaches are more effective, but their performance can be improved by adding an efficient algorithm. Hence, hybrid DL approaches are suggested for detecting known and unknown attacks in future work. In order to improve the detection of unknown attacks, it is important to use the up-to-date method. Future work will focus on unknown attack detection in the network; hence, the recently developed UGRansome1819 dataset is suggested. The intrusion detection not only improved by the dataset but also improved by adding an efficient feature section approach. In fact, hybrid pattern search whale optimization algorithm will be effective for optimal feature selection. Pattern search is a non-derivative algorithm that is suitable for updating an optimum weight as well as the whale optimization algorithm (WOA) has a better convergence speed. Hence adopting both these algorithms will improve the feature selection. The important task after feature selection is classification, which provides the final outcome about the attacks in the network. At the same time, the lack of processing speed will reduce the detection accuracy. Furthermore, the hybrid bi-directional long short-term memory (Bi-LSTM) with the gated recurrent unit (GRU) has to be implemented to classify unknown attacks in the network. These improved feature extraction and classification approaches will be effective solutions for detecting unknown attacks in the network.
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