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Abstract—This paper presents the study to differentiate 

between normal and anomaly conditions detected by humanoid 

robots using comparative statistics. The study has been 

conducted in robotic software as a platform to examine the 

scenario and evaluate between the anomalies and normal 

behaviour in different conditions. This study employed a 

machine vision technique to run an image segmentation process 

and carry out semi-supervised object training within a controlled 

environment. The robot is trained by differentiating the 

measurement size of the target object, its location, and the 

object’s visibility within three different frames. The effect is 

measured by extracting the positive predictive value (PPV) value, 

mean and standard deviation value from the captured image 

using statistical techniques in machine vision. The results showed 

that the mean value decreased by around 50% from the normal 

scenario when an anomaly occurred. Aside from that, the 

standard deviation values were more than twofold compared to 

the common scenario, especially after the object’s size grew. In 

contrast, the deviation value is remarkably small when the target 

is situated in the middle of adjacent frames, compared to the 

value when the entire shape is positioned in the frame. 

Simultaneously, the mean values from the processed image 

produced a minor difference. 

Keywords—Anomaly detection; humanoid robot; vision system; 

statistical analysis; robot recognition 

I. INTRODUCTION 

Over time, the application and comprehension of machine 
vision and robotics research have become increasingly 
valuable and helpful, especially for humans. Among the 
numerous studies, one that has piqued researchers‟ interest is 
applying picture segmentation approaches for spotting objects 
and people in various settings and orientations. Hence, it is 
scientifically referred to as anomaly detection. Anomaly is 
also defined as a low likelihood or probability of occurrence in 
a given setting. To put it simply, anomalies occur when the 
item‟s state deviates from the standard or customary order 
[1,2]. Certain anomaly detection studies generally 
implemented computational intelligence knowledge, including 
fuzzy logic-based outlier identification and neural networks. 

Moreover, this detection algorithm employs machine 
learning and statistical detection methods, as the subject‟s 
previous behaviour or trends need to be learned and 
interpreted [3,4]. It may also be utilized for practical purposes 
in product quality control, enhancing national security, and 

military purposes. Anomaly detection might also be used for 
mobile robots and unmanned aerial vehicles (UAV). These 
robots can detect anomalous behaviour and sceneries in 
various environments. Among them, the humanoid robot is a 
type of mobile robot. The robot can be programmed to use 
picture segmentation and processing techniques to determine 
the output pixel value and identify anomalous behaviour. 

In anomaly detection, there are several issues that need to 
be considered, such as objects‟ features and illumination 
circumstances [5], dense 3D shape models, image resolution, 
objects in different frames, and many other things [5-7]. 
Although some of the methodologies and procedures worked 
well under specific conditions or requirements, the accuracy 
for distinguishing anomalous behaviour has significant 
degradation due to different issues. Anomaly detection is 
perhaps one of the promising and fascinating fields to study. 

Among the issues, the issue of recognizing static objects 
when located in different positions is addressed in this study. 
Apparently, the issue occurs when there is confusion 
regarding the identical frames and variable object sizes. 
Besides that, the issue also arises when an object is placed at 
the boundary or when the object is located in a different 
position or corner in the frame. The object may not appear 
identical to its predecessor as it holds the corresponding pixel 
value in every scenario. Mean values and deviation of pixels 
value also vary between photos. Hence, this research focuses 
on utilizing humanoid robots by integrating machine vision 
studies to detect any irregularities in their view and classify 
them using statistical techniques. This project was created 
using the CoppeliaSim and Python (x,y) programming to 
demonstrate the method and simulation of how the work 
functions. 

The next section will delve into the broad idea of machine 
vision with the theories of robotics vision and humanoid 
vision as part of the component with the block diagram of 
necessary processes in the system, including techniques for 
learning in anomaly conditions. Then in the methodology part, 
the procedures and methodologies performed on each 
experiment are presented in detail. In the following section, all 
recorded data and information observed from every single 
experiment are tallied and illustrated in graph form. Next, 
Section V will discuss and evaluate the outcome after the 
simulation of each experiment to support the hypothesis and 
proposed method. Meanwhile, Section VI summarizes the key 
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findings and conveys realistic recommendations for 
improvements in future works. 

II. LITERATURE REVIEW 

A. Machine Vision 

Visual exploration in unknown settings is a common and 
crucial job for intelligent automation in the present day. One 
of the most compelling aims for machine vision applications is 
for robots to be able to search for identifiable things in an 
unknown environment; even though some robots have a 
deficiency in visual skills because of unable to compete with 
human ability, particularly in brains and eyesight [8]. 
Regardless, it may still be explored and improved regularly 
with various concepts and theories, especially with the 
continuation of innovative technology. 

Machine Vision is a “simple” processing system that 
captures visual information by processing, analyzing and 
measuring the image attributes using a combination of 
hardware and software. This is used to extract the information 
utilized in decision-making in order to generate the required 
result. The application of vision has been developed into a 
software platform to make people unnecessary spending an 
extended time developing algorithms for image processing [9]. 

Furthermore, the platform is user-friendly and allows for a 
simple extraction and modification of image information. 
Some of the examples are HALCON from MVTec Software, 
IMAQ from National Instruments, Visilog from Norpix, and 
PatMAX from Cognex Corporation [10]. It may sometimes 
surpass humans in specialized tasks. As shown in Fig. 1, the 
practical strategy for recognizing objects in vision systems 
mainly uses local characteristics as a primary tool to match 
scene material to models of recognized items. 

B. Robotics Vision 

Robots are growing increasingly capable in line with the 
decade‟s developments because they can execute a growing 
number of activities that would be too risky or difficult for 
humans. Flexibility has been required as job complexity has 
risen. The need for adaptability has grown in tandem with the 
complexity of modern jobs. The creation of humanoid robots 
gives way to the establishment of societies of robots that 
collaborate with humans as humanoid robot technology 
advances [9,10]. The evolution of robots goes from single and 
tiny robots to the establishment of humanoid and gigantic 
robots that can work together with humans. 

The application of vision is becoming a critical element in 
robotics and machine automation. Hence, the studies have 
been implemented in robotics advancement, known as robotic 
vision. In standard function, robot vision is utilized for part 
identification and navigation. In advanced function, the vision 
enables to lead and guide the robots or other automated 
machines to recognize, think and perform the task, resembling 
a human [11,12]. By controlling the special machine vision 
software, it can make the part identification and replace or 
complement manual inspections, navigation and 
measurements with digital cameras and imaging processes. 
Then the controller will automate and coordinate a necessary 

process to perform the task. The general process can be seen 
in Fig. 2. 

C. Humanoid Vision 

Ideally, the vision has been applied to many types of 
robotics and machines, not being left behind in humanoid 
robots. With the intelligent vision system used in humanoids, 
the robot can interpret images in terms of colour, size, shape, 
and position of the object on the scene. In addition, both sights 
of a humanoid robot can recognize various objects with 
different traits. The image will undergo pre-processing and 
image segmentation stage before continuing with object 
matching and tracking [13, 14]. An intelligent system is also 
able to perform a high-level recognition task. Some of the 
essential elements in the automated analysis and extraction of 
the required information are shown in Fig. 3. 

 
Fig. 1. Machine vision software architecture. 

 
Fig. 2. Machine vision process with three important components. 

 
Fig. 3. Structure of the robotic vision system. 
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D. Methodology Used 

Anomaly detection can occur in different surroundings and 
circumstances, depending on what abnormal behaviour are set. 
Therefore, anomaly detection methods are classified according 
to their input type, output type, learning method and the type 
of target anomaly. There are three types of learning methods 
in anomaly detection, which are supervised, semi-supervised 
and unsupervised [9,10]. 

For supervised learning, data sets labelled with normal or 
anomalous are used for training the model. While for semi-
supervised, the model is trained with only normal data. The 
data points that do not match normal behaviour are considered 
anomalous during the detection. Differ for unsupervised 
learning case, no training data required. The input data is 
expected to contain a high ratio of normal to anomalous 
points. 

Alternatively, the model will consider frequent anomalous 
behaviour as a common condition [15]. As mentioned earlier, 
the main objective of this research is to detect an anomaly 
behavior of non-motion objects via a humanoid robot. Besides 
that, the anomaly behavior in different frames is also observed 
using the single camera attached to the robot. The experiment 
is handled in a roomy space in which all the variables are 
controlled, fixed and not moving. 

Thus, the method highlighted earlier is reasonable and 
much more apposite to be carried out in this project for 
anomaly behaviour as it can detect objects even though in a 
different position of a frame. First, this method is tested on the 
same base background and light intensity with different object 
sizes. After that, the outcome from each experiment and 
observation is turned into the percentage of accuracy, 
precision, and limitations. Finally, the data is discussed in the 
analysis and result section. 

III. METHODOLOGY 

Generally, this study aims to let the humanoid robot learn 
to detect and identify objects in anomaly behavior. In order to 
observe and evaluate the performance of object identification 
and anomalies cases, a series of experiments is conducted to 
prove the object‟s behaviour in different cases. Primarily, 
specific aspects and parameters need to be determined and 
controlled to maintain the accuracy of the experiments. As an 
example, lighting and frame background. Originally, the 
methodology to conduct the experiment was broken down into 
two stages. The first one is the system design phase which 
discusses about the software and type of simulation used to 
run the experiment. The other stage explains how the 
methodology is implemented, where the details on how 
experiments are handled to get reliable results. 

A. System Designation 

The experimental platform to work for this project is 
Python (x,y) for Windows and CoppeliaSim software. This 
study is developed and runs through the simulation process by 
these two softwares. The coding code for the programming is 
developed in Python. At the same time, the environment scene 
and robot used for the experiment are built in a robotic 
simulator, CoppeliaSim. These two softwares are linked to 

each other and act as terminals to show the overall simulation 
and experiment process. 

In overall, this project undergoes four different types of 
experiments. The experiments are semi-structured scenes, 
calculating the mean and the standard deviation values based 
on different sizes of the object, determining the location and 
position of the object from the robot and lastly, collecting the 
mean and standard deviation values based on the different 
positions of an object in one frame. 

B. Stereo segmentation 

Interest points that are matching in the left picture are 
divided into groups based on their location and discrepancy. 
Then, a greedy clustering approach is applied, starting with a 
single interest point. After that, if the x-position, y-position, 
and disparity are within the 5-pixel threshold of any 
neighbouring cluster member, it is supplemented with new 
ones. The segmentation usually occurs at a comparable depth 
but in a different spatial position or at a nearby spatial location 
but at a different depth. Fig. 4(a) and 4(b) showed the pattern 
of the process. 

To enhance the segmentation step, feature locations are 
divided into on-object and outside-object groups (white vs 
other colours). According to the above image in Fig. 4(a) and 
4(b), every bit of outside-object locations and any image 
pixels outside the bounding region are considered outside-
object pixels. This region is emphasized in black colour after 
the segmentation process. Following that, the location for the 
on-object is highlighted in grey colour. To indicate that the 
particular shade is an anomaly, an image‟s pixel value is 
generated in histogram form so that it is easier to compare 
between the normal and abnormal or determine the different 
cases for every anomaly. 

C. Anomaly Criterion 

While learning the object samples, two sorts of anomalies 
can be identified; For starters, the event patterns that never 
have been seen before and employed as variable for 
classification. The flow is shown in Fig. 5 below. The 
anomaly scenario is defined as samples that deviate 
significantly (in terms of distance) from other clusters in the 
model [16]. Secondly, the model contains exemplars of other 
sorts of anomalies. It does, however, have a minimum 
frequency this time. As a result, it might also be characterized 
as a false positive. Both forms of abnormalities may be 
discovered by taking distance and frequency into account to 
classify. 

 
Fig. 4. Image segmentation, where the feature for matching exists, is 

clustered and plotted into the histogram. 
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According to equation (1), an intra-class distance Dist (Ci) 
in each cluster is defined as the greatest distance between any 
cluster member and the cluster centre. 

     (  )         (   
  )   (  ) 2 (1) 

Thus, as long as the abnormal grid event is detected, the 
frame triggered the condition as abnormal, either in significant 
or small deviations [16]. The deviation is calculated by using a 
simple formula. In this study, the deviation is extracted using 
the plug-in Open CV and Numpy Software in Python (x,y). 

 
Fig. 5. Example of flow process of anomaly behavior for classification. 

D. Research Procedure 

1) Experiment A: Semi-supervised Scene: This 

experiment investigates the object‟s behaviour and the pixel 

number when it is located at a different position in the same 

black background frame. The object is fixed in a triangular 

shape and red colour. The output results were positive 

predictive value (PPV), which is technically the pixel data 

extracted from the image captured. In addition, intra class-

distance is calculated manually to find the percentage of 

anomaly that can happen. Finally, the value is compared with 

the smallest distance value to identify true-positive and false-

positive anomalies. 

2) Experiment B: influence on the object size: This 

experiment measures the performance and effect of the variant 

size of an object on the system. The object that has been used 

is a cuboid with the same colour as the previous experiment. 

The frame background is fixed to a grey colour to differentiate 

it from black. Black is the default colour for the surroundings, 

as seen on the vision sensor recorded in the CoppeliaSim. 

There are three 50 cm-width and 80 cm-high walls labelled as 

Frame 1, Frame 2 and Frame 3. Frame 1 is set at the origin at 

180˚. All frames have the same surface, colour and size. 

 
Fig. 6. The top view of the experimental setup is placed ahead of the NAO 

robot. 

Meanwhile, Frame 2 is located at -40˚ and deviates from 
the horizontal axis. Meanwhile, Frame 3 has deviated as much 
as 40˚ from the horizontal axis. The setup can be seen in Fig. 6 
above. The parameter for the object‟s size is set from 0.4 cm x 
0.4 cm up to 45 cm x 45 cm. This dimension is for Frame 1. 
However, for Frame 2 and Frame 3, the object size added an 
extra size of 50 cm x 50 cm. This is because both frames need 
a larger cuboid surface to cover up all areas of the wall frame. 

3) Experiment C: detection of object’s location: This 

experiment is conducted to locate the anomaly by calculating 

the distance and angle between the robot and the wall screen. 

The experiment scene setup is still the same, as shown in 

Fig. 6. In this experiment, the cuboid‟s maximum size was not 

identical to the cuboid in Experiment B. The maximum size of 

the cuboid for Frame 1 and Frame 3 is 20 cm x 20 cm, while 

for Frame 2 is 25 cm x 25 cm, depending on all cuboid sides 

that are possible to be fitted in a frame. Using the formula of 

Pythagoras‟ Theorem and Sine Rule, the location of the 

cuboid in each frame can be ascertained. The experiment is 

continued with the same procedure in each particular frame. 

4) Experiment D: impact on various placement: From the 

result obtained in experiment B, only one size of a cuboid is 

selected as a fixed parameter in each frame. The cuboid size is 

picked based on the output mean and standard deviation 

difference between normal and abnormal conditions. For this 

time, the middle range of difference is selected. The cuboid is 

placed independently from 0 cm to 50 cm along the wall. 

Then, the effect of object position on the system is measured 

from the data attained in the mean and standard deviation of 

the pixel value. The experiment is continued with the same 

procedure in each particular frame. The difference between 

the normal and anomaly condition is observed based on the 

data outcomes. 

IV. RESULTS AND DISCUSSION 

A. Semi-Structured Scenes (Semi-Supervised) 

For the early experiment, only one frame is used despite 
the different positions of the target. The reason for this is to 
observe the performance of the target object. In this case, a 
triangular object is placed on the screen. The black 
background colour is chosen to make the number of pixels 
easy to calculate, as this experiment has not yet applied the 
image segmentation process. The object has been used as the 
target and labelled by „A‟. Even though the object is in 
different positions on the frame, „A‟ is successfully recognised 
and marked as normal behavior. The series of the captured 
image by the robot vision is shown in Fig. 7. 

Normal scenes are classified whenever the object is still 
inside the frame range, not at the edge or outside the 
boundary. From the early hypothesis, a subject is marked as an 
anomaly when it is located at the frame‟s edge. The reason for 
this is that the frame‟s pixel value is counted differently than it 
is supposed to be. However, depending on the situation and 
output data, it can be categorized as a false positive or a true 
positive. 
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Fig. 7. A collection of object samples observed by the camera in a particular 

circumstance. Images (a)-(d) depict normal behaviour, whereas images (e)-(f) 

depict anomalous behaviour. 

Precision or positive predictive value (PPV) is the ratio of 
the number of object pixels that are correctly recognized 
object pixels to the number of detected object pixels. When 
the ratio computation is near one, the performance is good. It 
is also known as the True Positive Rate (TPR), where the ratio 
of the number of object pixels correctly acknowledged to the 
number of object pixels in the ground truth. These quantitative 
analyses can be seen in Table I. 

TABLE I. PPV VALUE OF OBJECT SAMPLES IN DIFFERENT POSITIONS 

Sample 1st 2nd 3rd 4th 5th 
Average 

PPV Value 

a 0.95 0.96 0.97 0.96 0.96 0.96 

b 0.94 0.95 0.94 0.94 0.94 0.94 

c 0.98 0.99 0.98 0.99 0.98 0.98 

d 0.95 0.94 0.95 0.95 0.95 0.95 

e 0.67 0.67 0.67 0.67 0.67 0.67 

f 0.87 0.88 0.89 0.89 0.89 0.89 

PPV = 
                                                

                                
  (2) 

By calculating the mean, variance and standard deviation 
using the formula follows: 

1) Mean, µ 

   
∑  

 
      (3) 

     = 
                             

 
        

= 0.8983           

2) Variance, σ2 

σ2 = 
 

 
∑ 

   (    )2  (4) 

σ2 = 
 

 
 (           )  (            )  

                       (           )   (           )   

        (           )  (           )  

         = 0.0112 

3) Standard Deviation, σ 

σ =√
 

 
∑ 

   (    )2  (5) 

σ = √       = 0.106   

4) Intra - class distance,      (  ) 

     (  )         (  
  )   (  ) 

2  (6) 

    (  ) = ||0.67 - 0.945||2   

= 0.0756   0.08    (for case e)  

      (  ) = ||0.89 - 0.945||2  

= 0.0030   (for case f)  

5) Smallest distance between f(ex) and f(Cx) 

d(ex, Cx) = 0.98 – 0.945   

= 0.0035    

The parameters that have been calculated above show that 
the value of standard deviation, σ ≈ 0.1 and intraclass distance 
is 0.08. Thus, it shows that the percentage of anomalies that 
can be occurred is very low. To prove the anomaly in 
Experiment 1, the calculated value from d(ex, Cx) is less than 
Dist (Cx), which shows that abnormality in Fig. 7(e) has 
happened. However, the value of Dist (Cx) and d(ex, Cx) in 
Fig. 7(f) is much alike. Therefore from Fig. 7(e) and Fig. 7(f), 
two out of six cases are abnormal. Fig. 7(f) can be labelled as 
a false positive as the PPV value is very near to the PPV 
reading of ordinary cases. Meanwhile, the image in Fig. 7(e) is 
quite distant from the mean value and other ordinary cases. 
Thus, Fig. 7(e) can be labelled as true-positive. 

Aside from that, the shape in Fig. 7(e) showed a bigger 
proportion surpassing the boundary of the frame compared to 
the smaller proportion of the object in Fig. 7(f). The 
percentage of the whole object in Fig. 8(f) is about 90%, but in 
Fig. 7(e) is almost 60%. Data that does not match normal 
behavior in semi-structured scenes is considered anomalous 
during the detection. 

Based on experiment A that has been done, the pixel 
values are close to 1 despite the object‟s different position on 
a frame. The PPV value is significant when the object is at the 
edge of a frame. This value is categorised as an anomaly, 
whether false-positive or true-positive. False-positive is when 
the condition is an anomaly. Still, the output data is near the 
normal condition. At the same time, true-positive can be 
labelled when the condition is obviously an anomaly and 
slightly far from the deviation. Somehow, a false-positive can 
still be described as an anomaly. However, the percentage and 
accuracy are not much likeable and noticeable. For instance, 
the PPV value of Fig. 8(f) in the semi-structured experiment is 
0.89. It has the lowest difference, with an overall mean value 
of 0.8983. Hence, the percentage of the object positively 
identified in Fig. 8(f) is almost 90%. Still, the image captured 
in Fig. 8(e) shows that the object has surpassed the frame edge 
at almost 40%. Based on the standard deviation calculation, σ 
the value is approximately 0.1, which is quite good for 
anomaly detection. It is because the range or frequency for an 
anomaly to happen is less and close to 0. 
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Fig. 8.  True-positive anomaly versus False-Positive anomaly. 

B. Object Size 

The main objective of this experiment is to observe the 
pattern of mean and standard deviation values of each image 
taken from the vision sensor humanoid robot. With the 
pattern, it can be deduced on what condition the frames can be 
labelled as abnormal or normal. First, the colour and shape of 
the object are fixed throughout the experiment to ensure the 
output result is clear and easy to analyse. The object chosen is 
a cuboid and red. To control the experiment and for 
comparison, the mean and standard deviation value for the 
normal frame is recorded first. The recorded values are 
tabulated in Table II below. A normal scene is when no object 
is placed in the corresponding frame area. 

TABLE II. MEAN AND STANDARD DEVIATION VALUES IN A NORMAL 

BEHAVIOR 

Frame Number Data Value 

Frame 1 (Center) 
Mean (x10

2
) 2.02x10

2 

Std. Deviation (x10
1
) 4.06x10

1 

Frame 2 (Left) 
Mean (x10

2
) 2.20x10

2 

Std. Deviation (x10
1
) 3.68x10

1 

Frame 3 (Right) 
Mean (x10

2
) 2.06x10

2 

Std. Deviation (x10
1
) 3.94x10

1
 

 
Fig. 9. Graph for mean and std. deviation average versus object size (Frame 

1). 

 
Fig. 10. Graph for mean and std. deviation average versus object size (frame 

2). 

 
Fig. 11. Graph for mean and std. deviation average versus object size (Frame 

3). 

In Experiment B, only the object‟s size is manipulated. 
Other than that, the colour, shape and position are controlled 
during the experiment. The output data are plotted in the graph 
version, as shown in Fig. 9 to Fig. 11. The graphs show that 
the anomaly is identified when the cuboid size gets bigger 
than the typical size. The differences between the normal 
mean value and normal standard deviation value are very 
apparent too, with the biggest difference is recorded in Frame 
3. The size for the cuboid reaches up to 50 cm x 50 cm and 
covers the whole frame wall. Moreover, anomalies also can be 
identified on the smaller object as long as the standard 
deviation value passes the threshold value. From the plotted 
graph above, cuboid size 1 cm x 1 cm is the minimum size 
detected as an anomaly in Frame 1. For Frame 2 and Frame 3, 
the smallest size is 0.8 cm x 0.8 cm. It is because when the 
object is smaller, the pixel value for the coloured object has no 
differences from the normal condition. Technically, it is 
considered normal behaviour, although the object is inside the 
frame. Therefore, it is known as a false-positive anomaly. 
More simply, pixel levels in the output image are too small 
and do not pass the normal frame value to be labelled as 
abnormal. 

As for the bigger size, the pixel values for the coloured 
object are different from the plain frame as pixel intensity for 
the red colour is much higher than the grey one. This is also 
known as a true-positive anomaly. 

C. Location of Object 

In this experiment, the shape and colour of the cuboid are 
set not to change. However, the size is still different from the 
smallest to the biggest, which makes it possible to fit the 
cuboid size and calculate its position. The main objective of 
this experiment is to observe the location and position of the 
red cuboid image in a particular frame. With the pattern, it can 
be deduced which size of cuboid and position is suitable for 
humanoid robots to detect the anomalies. As stated earlier, the 
colour and shape of the object are fixed throughout the 
experiment to ensure the output result is clear and easy to 
analyze. For example, Frame 1 is still at the centre at 0˚ while 
Frame 2 is +40˚ and Frame 3 is -40˚. 

Here, Fig. 12 below shows the accomplished segmentation 
process to locate only the inside region of the object (dark 
grey colour) and eliminate the rest of the outer region (black 
colour). 
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Fig. 12. Images captured by vision sensor for 5 cm x 5 cm, 20 cm x 20 cm 

and 35 cm x 35cm surface area. 

Based on the calculation from each frame, it proves that 
the object‟s location from the humanoid robot is about 8˚31‟ 
on the left side of the frame wall. The value is calculated 
based on Pythagoras‟ Theorem and Sine Rule. 

 
Fig. 13. Setting from the upper view between the wall frame and the robot to 

measure the angle. 

The wall frame is 0.5 m in length. Starting from the centre 
until the left edge of the frame is 0.25 m. Then, the cuboid is 
set to be 0.1 m from the left side of the frame edge. So, the 
value of a = 0.15 m. Value b, the distance between the robot 
and the frame, is fixed at 1 m. To calculate c and x: 

c = √             (7) 

c = √         

c = 1.01m   and, 

     

     
 = 

          

     
   (8) 

1.01m x sin X =  0.15m x sin 90 

X = 8 ˚31‟ 

So, the cuboid is located 8 ˚31‟ between the centre and left 
of the robot. The outline can be seen in Fig. 13. Different 
situation with experiment C, the robot needs to locate the 
actual size and location of the anomalies on the frame wall 
after the anomaly behavior can be distinguished. Similar to 
Experiment B, the cuboid‟s colour, shape and position are 
fixed during the experiment. However, in this experiment, the 

robot could spot the cuboid size location up to 20 cm x 20 cm 
for Frame 1 and Frame 3 and 25 cm x 25 cm for Frame 2. 
When the object is bigger than the limit size, the centre and 
edges of the object are not fully fitted in a particular frame. 
Therefore, the centre and edges of the cuboid are located 
differently and over the limit; even the standard deviation 
value differs from the normal behavior. This condition can be 
considered a true-negative anomaly. To make the robot detect 
bigger object than the limits, the size of the wall need to be 
bigger and extended. Using Pythagoras Theorem and Sine 
Rule, the actual location, right side and distance of the 
abnormal can be calculated. With this ability, anomaly 
detection can be improved as the robot can locate the object‟s 
location as long as it is still within the frame boundaries. 

D. Position of Object 

The main objective of this experiment is to observe the 
pattern of mean and standard deviation values in a particular 
frame despite the position not being fixed while the size is 
constant. With the pattern, it can be assumed that the best 
position is suitable for a humanoid robot to detect anomalies. 
From the results, the surface area of a 10 cm x 10 cm cuboid is 
chosen as the best measurement to get the median value. It 
also fits the normal frame and the other two slanted frames, 
regardless of various positions. As stated earlier, for making a 
comparison, the mean and standard deviation value for the 
normal frame is recorded first. 

 
Fig. 14. Graph of mean and std. deviation average vs object position (frame 

1). 

 
Fig. 15. Graph of mean and std. deviation average vs object position (frame 

2). 
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Fig. 16. Graph of mean and std. deviation average vs object position (frame 

3). 

In general, experiment D is quite similar to Experiment B. 
The changes in the scenario where the cuboid is placed at the 
halfway point but varies along different lengths on the frame. 
This experiment uses the output result in mean and standard 
deviation values to distinguish the anomaly pattern. A 10 cm x 
10 cm cuboid was fixed during the experiment. The reason for 
using the mentioned size area is that it can be fitted on the 
surfaces of all kinds of frames. As mentioned in the prior 
subchapter, Frame 2 and Frame 3 were tilted (±40˚) from their 
original axis (±0˚). It also gives the best output image after 
being detected by robot vision. It has a median value with the 
highest and lowest mean and standard deviation pixels 
recorded from the previous experiment. The result shows that 
an anomaly can still be identified and evaluated, even though 
the standard deviation value has fluctuated in all frames. 
Because of the fixed size, the mean graph shown in Fig. 14 to 
Fig. 16 for each frame does not change critically. Their 
differences were at least 0.01 until 0.04 from the normal mean 
value. 

V. DISCUSSION 

With all the observations, the calculated mean, μ and 
standard deviation, σ for the initial and final point of the 
object in all three frames were recorded as the lowest. The 
biggest difference in σ value showed when the object moved 
nearer to the middle. It is because, at 0 cm and 50 cm, the 
cuboid is captured half of its actual size in frame boundaries. 
Thus the pixel intensity of the background value is the highest 
compared to the object colour value, making the standard 
deviation value drops significantly. The image pixel also 
shows the highest grey intensity when the object is located by 
the edge of any frame. All performance data in Experiments 
B, C and D are categorized as quantitative results. 

Based on the graph trends corresponding to the tabulated 
data recorded in Experiment B, the σ curve ascends and 
achieves the highest peak when the object is 35 cm x 35 cm. 
In contrast, the mean line decreases slightly until its minimum 
value. It is because the pixel intensity for the red value 
surpasses the grey value, which gives great differences in 
deviation reading compared to the normal deviation data. 
However, it started to decline slightly after the highest peak as 
the pixel value for grey is untraceable inside the frame. It also 
happens when the object size is smaller. For example, when 
the measurement size is 1 cm x 1 cm, the line for standard 
deviation approaches the line for the normal value. The 

changes happened in the mean line too. This can be explained 
as the pixel value for red being untraceable and considered a 
normal condition. This situation also applies in Frame 2 and 
Frame 3. Observing through each graph in Experiment D, the 
pattern for mean in anomaly and common condition shows 
little differences and is fixed horizontally. However, a 
different outlook is observed in the standard deviation pattern. 
The graph is up and down compared to the normal standard 
deviation line. The outcome shows that the standard deviation 
value is the best parameter to be observed when examining 
anomaly behavior and comparing them with the normal state. 

Meanwhile, the camera on the humanoid robot followed 
the object no matter the target object‟s position in image 
segmentation. From the concept, the distance between the 
object on the frame and the NAO robot is always the same. 
Both images in the left and right eye are matched so that only 
the image of the target object is recognized, pinpointed and 
shaded in the bounding area. Interest points are grouped 
according to respective image position and disparity. Each of 
them carries a different pixel number. 

However, the mean pixel number of a particular object is 
much alike, although it is located in various positions. To 
access each image‟s pixel value and calculate the mean and 
standard deviation, Open CV and Numpy plug-in library 
functions need to be explored. In this project, every image is 
set to produce only 3-bit pixel values. The pixels are red, 
green and blue intensity. The pixel value detected differed 
from what it was supposed to be whenever the object‟s 
position was between the edges of two frames, or the object 
surpassed the frame edge. 

As a consequence, the segmented image produced 
different values of pixels. As stated earlier, anomaly behavior 
happens when there is unlike frequency happening at a time. 
Thus, when the mean, standard deviation, or PPV value 
produced differs from the normal state, it can be categorized 
as an anomaly, as stated by a study in [17, 18]. 

The proposition that can be made from Experiments A, B 
and D is that both μ and σ values are reliable. The difference 
between normal and anomaly is comparable and can be 
proved based on the physical data and recorded image. To 
validate, each experiment is repeated five times to get accurate 
results, and the average value is calculated and recorded in 
tables. However, minor errors happen when the head yaw of 
the humanoid robot is rotated 30˚ to the left and right during 
detecting and scanning the frames repeatedly. Sometimes, the 
robot turned less than 30˚ or more than 30˚ from what it was 
supposed to. The effect of this the captured image is not 
similar as expected because the frame and point of vision are 
visibly not parallel because of the few internal factors such as 
joint errors and kinematic errors [19]. Because of that, the 
simulation must stop and take a break for 5 to 6 seconds. 
Then, it resumed again to get a precise result and eliminate the 
insignificant error that might change the results, as proposed 
by [20]. 

VI. CONCLUSION AND RECOMMENDATIONS 

In a nutshell, the main objectives of this project are 
successfully achieved using the semi-supervised approach to 
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learn the anomalies. PPV value, overall mean value, variance 
and standard deviation have been calculated to prove the 
anomaly statistically in that scenario. It also can be concluded 
that an object‟s positions greatly vary the standard deviation 
values. The location of the abnormal condition also has been 
proved during the experiment. It is proved by observing the 
maximum size of the object that can fit in the captured frame 
by ensuring all surfaces are within the range. Data obtained 
from Frame 2 differs from the data in Frame 3, although both 
slanted 40˚ from the horizontal. The setting for the frames and 
light tuning needs to be customized in the future. Besides that, 
a shadow effect is formed from different angles even though 
the light intensity for the surrounding has been set to default in 
the early setup. Furthermore, the calculation for mean and 
standard deviation pixel value can be made to access every bit 
image rather than only 3-bit colour to improve the study 
result. And lastly, the improvement could be focused on when 
there are ambient environmental changes in terms of 
illumination intensity, object colour and quantity of objects to 
be detected. The control system of the robot could also be 
improved by using closed loop estimation system [21] or by 
adaptive technique called disturbance observer [22]. 
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