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Abstract—Customer reviews of products and services play a 

key role in the customers' decision to buy a product or use a 

service. Customers' preferences and choices are influenced by the 

opinions of others online; on blogs or social networks. New 

customers are faced with many views on the web, but they can't 

make the right decision. Hence, the need for sentiment analysis is 

to clarify whether opinions are positive, negative or neutral. This 

paper suggests using the Aspect-Based Sentiment Analysis 

approach on reviews extracted from tourism websites such as 

TripAdvisor and Booking. This approach is based on two main 

steps namely aspect extraction and sentiment classification 

related to each aspect. For aspect extraction, an approach based 

on topic modeling is proposed using the semi-supervised CorEx 

(Correlation Explanation) method for labeling word sequences 

into entities. As for sentiment classification, various supervised 

machine learning techniques are used to associate a sentiment 

(positive, negative or neutral) to a given aspect expression. 

Experiments on opinion corpora have shown very encouraging 

performances. 
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aspect extraction; sentiment classification; machine learning 

I. INTRODUCTION 

In the last few years, the use of the internet and online 
interactions has grown tremendously. A significant quantity of 
data are generated daily via social media, forums, chats, and 
other sources that is primarily displayed as natural language 
text[1]. The way internet users behave online has also changed 
how the internet works. For instance, rather than being merely 
content consumers, internet users are becoming content 
creators[2]. One significant piece of information that is 
produced daily within the wide range of content produced by 
internet users is opinions[2]. 

Internet users have the ability to criticize or popularize a 
service or a product with a simple comment or review on the 
internet and in different fields[3]. Numerous enterprises and 
businesses have taken advantage of this pertinent data to offer 
the greatest services or goods for their clients. Among these 
areas, tourism which is a continuously developing industry and 
an important key industry for many regions and countries[4]. 
The opinions and reviews of tourists who visit touristic places 
every year are shared on various sites such as TripAdvisor, 
Booking and Yelp...etc[5][6]. Internet users do not have the 
ability to read, understand and summarize the large number of 
reviews available for a specific hotel. It is challenging for a 
simple user to make use of the information at hand to choose a 
comfortable hotel for his/her trip. The principle on which this 

work is based is to carry out an analysis of customers' opinions 
on hotels located in Marrakech in order to allow them to 
improve their services and focus more on the main obstacles 
that have an impact on the attractiveness of these hotels. In this 
article, a study and application of Aspect-Based Sentiment 
Analysis are carried out in the hotel and tourism industry. 
Specifically, opinions will be analyzed so as to determine the 
sentiment that is expressed towards certain characteristics of 
the hotel and the service delivered by its employees. The main 
goal is to produce results whose conclusions can provide 
directions that lead to improve the performance in sentiment 
analysis[7]. To achieve this goal, several objectives will be 
accomplished. The first objective is to use the various 
preprocessing steps available for text preprocessing. The 
second objective is using existing libraries like, TextBlob or 
Vader to label the dataset. The third aim is to use and compare 
multiple classification methods to classify the views so as to 
correct aspects and sentiments, i.e., classification of online 
comments into polarity (negative, positive, and neutral), and 
finally apply an Aspect-Based Sentiment Analysis on the 
product (hotel) features identified. In order to achieve these 
objectives through a clear and logical progression, this work 
will be presented according to the following structure. 
Section II will be devoted to the different related works linked 
to the Aspect-Based Sentiment Analysis. As for Section III, it 
will expose a background of Topic Modeling and Machine 
Learning model. The construction of the DataFrame, the 
methodology and the experimental results will be presented in 
Section IV. A summary of the experiment's results will be 
shown in Section V. Last but not least, Section VI will be 
devoted to the conclusion and future work. 

II. RELATED WORKS 

For aspect-based opinion classification, aspect extraction is 
a crucial task. The vast bulk of extractions techniques have 
recently been put forth for the tourism industry. These methods 
have employed a variety of mechanisms and techniques to 
extract crucial information from tourism reviews. These 
methods can be split into three primary groups: methods based 
on rules, seeds, and topic models. There are several works in 
the field of hotels and tourism that concern Aspect-Based 
Sentiment Analysis which will be described as the following: 

″Pekar et al.″ [8] utilized TermExtractor to divide hotel 
reviews into terms. The terms were then trained in a lexicon. 
Finally, they manually extracted from the term lexicon the six 
most obvious characteristics (single nouns and multi-word 
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nouns). This proposed method is based on rules that allow to 
extract aspects from hotel reviews using aspect appearance on 
every review. 

Similar preprocessing steps were used by ″Muangon et al. 
″[9] and were supported by LexToPus. These steps are used to 
categorize all hotel reviews into features. These characteristics 
include polar words as well as aspects. They extracted all of the 
top-rated aspects using a prioritized method. 

″Marrese taylor et al.″ [10] have suggested an algorithm 
with the goal of extracting aspects. Aspects from restaurant 
reviews can be extracted thanks to this algorithm. The authors 
converted the reviews into sentences and then used Part-Of-
Speech tagger to extract nouns from the sentences. 

A different method for aspect extraction was proposed by 
″Hai et al.″ [11]. According to two criteria—domain specific 
and domain independent—the authors extracted aspects. They 
created a list of candidate aspects by first using syntactic 
dependency rules. Then, they determined the intrinsic domain 
relevance score (IDR) and extrinsic domain relevance score 
(EDR) for each specific domain and independent domain of 
each extracted candidate feature, respectively. And at the end, 
these candidate features are extracted from the list of 
candidates that have low IDR score and high EDR score. 

An algorithm based on a bootstrapping approach, which 
has been proposed by ″Wang et al″[12], extracts the main 
aspects of the review. In this algorithm, each sentence was 
initially given an aspect based on the maximum of overlap 
between its words and the aspect. Then, to examine the 
relationship between the allocated aspect and the sentence 
words, they determine the basic dependencies between them. 
Finally, sentence words that have a strong relationship with the 
assigned aspect are added to the list of aspect keywords and are 
considered to be aspects. 

BESAHOT, which is a system that has been presented by 
″Walter Kasper et al.″ [13], performs analyzed comment 
processing for text segmentation, statistical polarity detection 
of text segments, and extraction of linguistic information from 
review topics and their aspects. It is a quality control support 
system for hoteliers that provide them with complete 
overviews and summaries of their hotel and how it is rated and 
commented by users on the web. 

III. ASPECT-BASED SENTIMENT ANALYSIS 

An essential task in the field of Sentiment Analysis is 
Aspect-Based Sentiment Analysis (ABSA) [14]. It involves 
assigning a polarity (positive, negative or neutral) to each 
aspect evoked in an opinion sentence. Aspect extraction and 
aspect-level sentiment analysis are often the two main tasks 
used to accomplish this. 

Although traditional Sentiment Analysis is done using 
document and sentence level Sentiment Analysis techniques, 
the current trend is to move to a deeper level which is 
presented as ABSA (features). This latter [15] performs a 
deeper and a better analysis, as it directly examines the opinion 
itself. This domain is a deeper end in Natural Language 
Processing (NLP) [16] where it presents a richer problem for 
researchers. 

One of the main features of NLP is Topic Modeling. Topic 
Modeling can be applied to any form of text: emails, tickets, 
feedbacks, etc. in order to have a global vision of customers' 
concerns. 

A. Topic Modeling 

Natural Language Processing (NLP) [17] includes Topic 
Modeling, which is used to train Machine Learning models. It 
entails identifying from a document or corpus of data the 
words of themes that are associated with a particular topic. 

Topic Modeling is an unsupervised Machine Learning 
approach to discover topics in various text documents. It can 
find patterns of words and phrases and automatically cluster 
groups of words and associated phrases that best represent the 
whole [18]. It also provides a useful view of a large corpus in 
terms of the relationships between them and individual 
documents. 

The figure above (Fig. 1) represents the ordinary workflow 
of the thematic modeling process. A set of text documents is 
introduced into the black box of the thematic modeling 
algorithm and the following results are obtained: 

List of Topics: Topics are the key themes representing the 
entire collection of documents. Each topic consists of several 
words that occur at the same time. A word can belong to more 
than one topic because a word can have a different meaning in 
a different context. 

Topic Definition: A topic is represented by the weighted 
frequency of words. Each topic can be interpreted as a theme. 

Topic Distribution of Document: Each document is 
represented as a topic distribution where the weight of a topic 
defines the part of the document covered by that topic. In a 
way, it provides a "soft grouping" of the document. 

Topic modeling is a method for selecting a set of topics 
from a group of documents that best summarizes the 
information in the group. To create topic models, numerous 
techniques are employed. One of the areas of interest is in: 
LDA, LSA, NMF, and Corex which will be discussed later on 
in this section. 

 
Fig. 1. Topic models process 

1) LDA: Latent Dirichlet Allocation, [19] is a powerful 

learning algorithm for automatically and jointly classifying 

words in documents in mixtures of contexts. It has been 

successfully applied to model changes in scientific domains 
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over time. LDA is a probabilistic generative model. Based on 

the assumption that the order of documents in the collection 

and the order of words in a text are indifferent, LDA defines 

finite mixture models on sets of underlying topics to generate 

the collection. Each topic is being modeled as an infinite 

mixture on probabilities of the underlying topics. In an 

iterative procedure, these probabilities are computed several 

times, until the algorithm converges. 
Advantages: Among the advantages of using the LDA 

method, the following are worth mentioning: 

 LDA is easy to implement, understand and use. 

 It maximizes inter-class scattering. 

 It reduces intra-class scattering. 

Disadvantages: Despite these advantages, a set of negative 
points still exist such as: 

 LDA is costly in computation time. 

 It is also costly in memory space. 

 It renders poor results when the number of training 
images is large. 

 It is hard to know when LDA is working.  Metrics like 
perplexity are acceptable to check if learning is 
working, but there is a very poor indicators of overall 
model quality. For example, you could have a model 
with very low perplexity, but whose topics are not very 
informative. 

 The topics are predicated on the multinomial 
distribution, while the words are predicated on a 
different multinomial distribution formed specifically 
for this topic. The structure may not be properly 
adjusted if the real structure is more complex than a 
multinomial distribution or if the data needed to 
construct the structure are insufficient. 

 The user specifies the total number of subjects in the 
dataset (or bases it on a certain distribution using 
sampling), which is subjective and may not always 
reflect the true distribution of subjects. 

2) LSA: Latent Semantic Analysis [20], or LSI (Latent 

Semantic Index), employs a bag-of-words (BoW) model, 

creating a term-document matrix (occurrence of terms in a 

document) [21]. Terms are represented in rows, and 

documents are represented in columns. By applying singular 

value decomposition to the term-document matrix, LSA can 

identify latent subjects. It is typically applied as a technique 

for noise or dimension reduction. In this method, document 

analysis is done by machines using Term Frequency-Inverse 

Document Frequency (TF-IDF). TF-IDF is a metric that 

quantifies the significance of a word for a corpus of 

documents. 
Advantages: 

 Easy to understand and implement. 

 In comparison to the vector space model, it shows 
improved outcomes. 

 Only involves the decomposition of document term 
matrix which makes it faster than other available 
algorithms. 

Disadvantages: 

 In general, LSI is very slow on large corpora and not 
very accurate compared to LDA. 

 The dimension of the latent subject depends on the rank 
of the matrix. 

 The decomposed LSA matrix is extremely dense, 
making it challenging to index the individual 
dimension. 

 Polysemy cannot be captured by LSA (multiple 
meanings of a word). 

 It provides less accuracy than LDA. 

3) NMF: Since the non-negative matrix factorization [22] 

is an unsupervised method, the subjects on which the model 

will be trained are not labeled. NMF factors or decomposes 

high-dimensional vectors into a representation that has a lower 

dimension. Since the coefficients of these lower-dimensional 

vectors are nonnegative, they are likewise nonnegative 

vectors. Consider the general scenario where there is an input 

matrix V with the form m x n. This approach divides V into 

two matrices, W and H, whose dimensions are m x k and n x 

k, respectively. In this case, V stands for the term document 

matrix, H stands for an embedded word in each row, and W 

stands for the weight of each word found in each sentence. 
Advantages: 

 NMF can handle missing values naturally and this 
property leads to a new method to determine the rank 
hyper parameter. 

Disadvantages: 

 NMF cannot be applied to several real-world issues 
where the domain limited knowledge of experts is 
available 

 It sometimes provides semantically incorrect results 

4) CorEx: Contrary to LDA and NMF, the semi-

supervised topic model Correlation Explanation [23] allows to 

give the model "anchor words" which exemplified potential 

topics that the model might be looking for. CorEx also allows 

to provide the model with a confidence score for the anchors. 

If this choice is less certain, the model may forgo the target 

recommendations if they don't sufficiently match the data. 

This new capability is strong in guiding a thematic model with 

the chosen domain expertise. CorEx provides a flexible 

framework for learning topics that are maximally informative 

about a text corpus. The CorEx topic model makes few 

assumptions about the LDA structure and flexibly 

incorporates domain knowledge through user-specified 
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"anchor words". With anchor words, one can guide the topic 

model to topics of substantial interest, interact with the topics, 

and refine them in ways not possible with traditional topic 

models. 
Advantages: CorEx competes with LDA in terms of 

producing semantically consistent topics that aid in document 
classification. By citing above some advantages of this model 
[23]: 

 The CorEx's modeling algorithm is rapid. 

 It searches for topics that are "maximally informative" 
about a set of documents rather than assuming a 
specific model of data generation. 

 Word-level domain knowledge can be flexibly 
integrated into the CorEx thematic model. 

 It consistently creates document clusters with higher 
homogeneity than LDA in terms of clustering. 

 The CorEx anchor steers the thematic model toward 
topics that don't naturally arise and frequently results in 
topics that are more coherent and predictable. 

Disadvantages: Despite the number of advantages of the 
CorEx thematic model over LDA, there are some 
drawbacks[23]: 

 The sparse implementation necessitates that every word 
appears in just one topic. It is not a matter of 
fundamental theoretical limitations, but rather of 
computer efficiency. 

 CorEx relies on binary accounting data for its parcel-
level optimization rather than the usual accounting data 
that are input into LDA and other theoretical models. 

Despite binary number limitations, CorEx nonetheless 
discovers a reliable and competitive structure in the data. 

B. Machine Learning Model 

The determination of the direction of the opinions in a text 
divided into two or more classes on certain features is known 
as classification of opinions by aspect. The classification of 
opinions has been done into several categories, such as binary, 
ternary, etc. 

Typically, the classification task is defined as the task of 
predicting the label that is to say, assigning each given object 
to a group based on a classification rule. The primary goal at 
work entails classifying aspect opinions, thus training a 
classifier to predict the label for each input text is needed. 
There are three kinds of polarities (positive, negative, or 
neutral). In this section, the most common employed algorithm 
shall be outlined. [24]. 

1) Logistic regression (LR): This  is an analytical 

technique key in the social and scientific sciences [25]. 

Logistic regression, which also closely resembles neural 

networks, is the standard supervised Machine Learning 

approach for classification in natural language processing. A 

logistic function is used in logistic regression to create discrete 

dependent variables from a series of data points. 

2) Support vector machines (SVM) [26]: This can be 

applied to both regression and classification tasks. SVM 

methods aim to partition linearly separable data into two 

classes with the maximum distance between them. In the high-

dimensional space, SVM identifies an ideal hyperplane that 

separates the input data with the greatest possible margin 

between it and the point(s) that are closest to it. The points for 

which the margin is reached are called support vectors. A 

kernel function can be used to map the data into a higher 

dimensional space in order to make them linearly separable if 

the input data are not linearly separable. The polynomial 

kernel, Gaussian radial basis function, and sigmoid kernel are 

the three most widely used nonlinear kernels. 

3) K-nearest neighbour (K-NN): This is one of the 

simplest Machine Learning algorithms used for classification 

and regression problems[27]. The information is subsequently 

allocated to the class with the closest neighbor based on the 

nearest measures. 

4) Naïve bayes (NB) [28]: This Machine Learning 

algorithm can be used to divide objects into two or more 

classes, such as text documents. It is founded on the Bayes 

theorem, which uses conditional probabilities as its 

foundation. 

5) Decision tree (DT): This is part of the supervised 

algorithms in the field of Machine Learning [29]. Their 

principle is to divide learning data into groups whose content 

becomes increasingly homogeneous until pure data are 

obtained (belonging to the same class) or a maximum number 

of partitions is reached. The resulting model is a tree 

composed of several decision rules and is easily interpretable. 

As with any supervised learning method, decision trees make 

use of examples. Building a decision tree by category is 

necessary if one has to categorize the documents. In order to 

determine to what extent a category a new document belongs 

to, the Decision Tree will be used for each category in which 

the classified document is submitted. Each tree responds with 

yes or no. 

6) Random forest (RF) [30]: This is a prediction method 

that Ho developed in 1995. In 2001, scientists Leo Breiman 

and Adele Cutler formally proposed the algorithm. It is made 

up of various decision trees that each focus on a different 

aspect of the problem independently. Multiple decision trees 

are produced by this classifier using a subset of the training 

data that is randomly chosen. The final class of test objects is 

then decided by aggregating the votes from various decision 

trees. 

7) ExtraTrees (ET): Extremely Randomized Trees [31] is 

an ensemble-supervised Machine Learning technique that 

makes use of decision trees. It builds multiple trees and 

divides the nodes using random subsets of features, but the 

sampling for each tree is without replacement. As such, the 

most important and unique feature of the algorithm is the 

random selection of a splitting value for a feature, which 

makes the trees diverse and uncorrelated. 
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8) AdaBoost (AB) [32]: This is a widely used boosting 

algorithm. It builds a majority vote iteratively. Over the 

iterations, it maintains a weight distribution on the training 

examples so that poorly classified examples see their weight 

increase and well classified examples see their weight 

decrease. At each iteration, the weak learning algorithm is 

trained with the set of weighted examples and the resulting 

classifier is added to the majority vote. 

9) GradientBoost (GB): A meta estimator that fits a series 

of weak learners is gradient boosting [33]. It is a powerful 

Machine Learning algorithm used to solve regression and 

classification problems. It creates a prediction model in the 

form of a collection of weak prediction models, typically 

decision trees. It builds the model incrementally, much like 

other boosting techniques do, and generalizes them by 

enabling the optimization of an arbitrarily differentiable loss 

function. 

IV. BUILDING THE DATAFRAME 

The workflow and the subtasks for each phase are shown in 
Fig. 2. The learning phase and the testing phase are the two 
steps that make up this workflow. 

 
Fig. 2. Aspect-based sentiment analysis workflow 

A. Training Phase 

Fig. 3 gives an overview of this process namely the 
collection, the data sources and the pre-processing of the 
datasets. The main tasks of each step are described in the 
paragraphs that follow. 

1) Data sources: User opinions are the main criterion for 

enhancing the quality of the services provided and improving 

the value of the products delivered. These opinions can be 

found in different data sources namely review sites, blogs and 

micro-blogs. 

a) Review sites: Opinions have the role of decision 

makers for any user during the purchase phase. User generated 

reviews of products and services are widely available on the 

internet. Sentiment ratings or texts use reviewer data collected 

from websites such as TripAdvisor and Booking (hotel 

reviews). These sites host millions of visitors‘ hotel reviews. 

 
Fig. 3. Sentiment analysis process at aspect level 

b) Blogs and micro-blogs: Blogs and micro-blogs are 

among the most popular communication tools of internet 

users. Millions of messages are posted every day on well-

known microblogging platforms including Twitter, Tumblr, 

and Facebook. Sometimes Twitter messages express opinions 

that are used as a source of data to classify sentiments. 

2) Data collection: The data acquisition or collection 

phase consists of obtaining the corpus to be analyzed. The 

"web scraping" method [34] is used to collect the reviews, 

since the goal is to collect reviews from various hotels in 

Marrakech. As shown in Fig. 4, each entry in this dataset is 

structured as follows: 

 Hotel_name: designates the name of the establishment 
(Hotel) 

 Title_review: refers to the title written by the client to 
give a general summary 

 Reviews_hotel: contains reviews (text), written in 
English 

 Rating_date: indicates the date of publication of a 
journal 

 Score_rating: the evaluation given by each customer 
between 10 and 50 

The reviews for 10 different hotels in the city of Marrakech 
are obtained from two websites (booking and TripAdvisor). 
The dataset consists of 21619 reviews in English, but only 
14356 reviews are used for this study. Table I represents a 
summary of the dataset used: 

TABLE I.  SUMMARY OF THE DATASET 

Domain Numbers of reviewers Words average 

Hotels 14356 7.06 
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Fig. 4. Example of datasets 

3) Review pre-processing: The pre-processing procedure 

followed in this work aims to clean up the notices and to make 

them as close as possible to a formal language. First, the 

notices were filtered considering only those written in English. 

Because a corpus of different languages is a corpus that 

contains noise. To do this, a Python library called Langdetect 

is used and then proceeded to a pre-processing that follows the 

following steps: 
Split the text into several rows: As represented in Fig. 5, 

this task consists of splitting the text contained in each cell of 
the "Reviews_hotel" column into several rows by the '.' 
delimiter, for example: 

 
Fig. 5. Example of paragraph splitting into multiple lines 

Noise cleaning - spacing, special characters, lowercasing: 
In a text you can find various characters such as numbers, free 
white spaces, all kinds of punctuation and some terms are put 
in random capital letters. This form of noise cleaning takes care 
of the spacing and special characters. Turning all words into 
lower case is also a very common pre-processing step. Next, all 
punctuation and special characters will be removed since they 
serve no purpose once analyzing the data begins. 

Eliminate emoji: One cannot ignore the content of the 
notices full of emoticons, symbols and pictographs as well as a 
set of flags. So, this task concerns the elimination of these 
characters. 

Tokenization / eliminating words below three letters: First, 
separating the corpus into a vocabulary of single terms is 
essential, which is called tokenization. Individual terms and 
overwrite all words below three letters can be tokenized. 

Delete Stop Words: Some words in English, while 
necessary, do not contribute much to the meaning of a 
sentence. These words, such as "when", "had" or "before", are 
called stop words and should be filtered out. 

Stemming and lemmatization of the text: The process of 
turning a word into its Racine form is known as racinization. 

Rooting can create non-real words. Lemmatization, as 
opposed to racinization, aims to obtain the canonical 
(grammatically correct) word forms, or lemmas. In terms of 
calculation, lemmatization is much more difficult and 
computationally expensive than racinization. In actual practice, 
the two methods have little impact on the performance of text 
classification. 

4) Aspect terms extraction: To accomplish the Machine 

Learning task, the aspect or category detection of each review 

must be first tackled. This can be done according to different 

tools described in Section III. Topic Modeling has been tested 

using LDA techniques as well as CorEx and NMF. 
For this experimentation, 9 Aspects are predefined: 

Rooms/Cleanliness, Location, Staff, Food/Restaurant, 
Experience/Value, Price/Quality, Service, 
Amenities/Activities, and Hotel/Property. 

5) Topic modeling: In this section, the steps as well as the 

result of the three topic modeling methods have been 

presented, namely, LDA, NMF and CorEx. The steps followed 

using LDA are: corpus vectorization which allows to create 

the term matrix document using Counvectorizer which is an 

excellent tool provided by Scikit-learn library in Python. It is 

used to transform a given text into a vector based on the 

frequency (number) of each word that occurs in the whole 

text. Then, the LDA model will be built, to evaluate this 

performance with perplexity and log probability. Gridsearch 

was used to choose the "right" number of topics for the LDA 

model, then two hyper parameters (learning decay and number 

of topics) were tested. And finally, the labeled topics joined 

the original text. 
In Non-negative Matrix Factorization (NMF), the first step 

is to convert the document into a term-document matrix which 
is a collection of all the words in the given document using the 
TfidVectorizer. Then, build the NMF model with Scikit-learn 
and view the original topics. And as far as CorEx is concerned, 
the first step is the corpus vectorization which converts the 
document into a document-Terms-matrix using the 
TfidVectorizer by creating a vocabulary containing the topics. 
The second step is the creation of the model, starting with the 
identification of the Anchors (anchored words) and then 
creating the model that allows to generate the set of topics. In 
each of these models, topics related to four distinct themes for 
LDA and NMF can clearly be seen. But it is also clear that 
these topics contain words that can apply to multiple contexts 
and cause problems in certain circumstances.  The following 
table (Table II) illustrates the comparison between these 
techniques: 



(IJACSA) International Journal of Advanced Computer Science and Applications 

Vol. 14, No. 1, 2023 

575 | P a g e  

www.ijacsa.thesai.org 

TABLE II.  COMPARISON OF THE THREE EXTRACTION METHODS 

While topic models can be rapidly run, they are not 
necessarily as accurate in their classification decisions as the 
more complicated supervised learning models, and 
occasionally their outputs can even be outright false. Semi 
supervised topic modeling will be utilized to determine the 
main topics of these documents in order to prevent ambiguities 
between topics. This most recent development gave a middle 
ground between supervised classification modeling and 
unsupervised topic modeling. 

From the comparison table, CorEx provides more 
specification of aspects than the others, CorEx is chosen as the 
best, as the grouping of each aspect seems better. Fig. 6 shows 
what the dataset looks like at this point. 

 
Fig. 6. Datasets after aspect extraction 

6) Annotation of journals: For review annotation, reviews 

were labeled using two tools VADER (Valence aware 

Dictionary and Sentiment Reasoner) and TextBlob. There are 

three types of sentiments in this dataset: positive, negative, 

and neutral. To pursue the supervised learning approach, the 

type of sentiment (polarity) of each review should be known. 
VADER has been chosen since it provides a better 

classification and more negative feelings than the other 
(Fig.  7). 

 
Fig. 7. Datasets after polarity detection 

7) Multi-target classification (aspect/sentiment):  In order 

to use machine learning algorithms in the textual data, there is 

a need to represent the text in the document as a vector of 

fixed size and this in order to plunge the data in a metric 

space. Among the vectorization techniques the TF-IDF and 

CountVectorizer are two ways to convert text into numbers. 

a) Count vectorizer: Count Vectorizer offers a 

straightforward method for tokenizing a group of text 

documents, creating a vocabulary of recognized words, and 

encoding new documents using that vocabulary. 

b) TF-IDF vectorizer: TF-IDF, which stands for Term 

Frequency - Inverse Document Frequency, is a statistic which 

is based on a word's frequency in the corpus. It also gives a 

numerical representation of a word's importance for statistical 

analysis. 

 LDA NMF CorEx 

T
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'room','leave', 'shower', 
'bathroom', 
'table', 'change', 
'towel','work', 
'wasnt','tv', 'dirty', 
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'comfortable', 

'spacious','bed', 
'bathroom','beautifu

l', 'shower', 'big', 
'small','towel', 

'need', 
'view','large',size', 

'balcony','wifi', 
'daily', 'work', 'floor' 

room, clean, bed, 

comfortable, bath 
room,shower, towel, 
spacious,table,  
door, balcony, 
room clean,bedro 
om,room spacious, 
room pool, petal, 
clean room,hotel  
clean, size, toilet 

T

op

ic 

1 

'staff','friendly','helpful',

'hotel','spa','nice', 
'reception', 'ok', 

'massage','ask','tour', 

'manager','extremely', 

'speak','french', 
'stay', 'english', 
'owner', 'polite' 

'staff', 'friendly', 

'really',‘attentive 

‘, ‗polite‘,‘ 

welcome 

‗,'reception‘,'amaze'

, 

'extremely','service', 
'professional','amazi

ng','member','anim 
ation','nice', 'make', 
'team','kind',‘really‘ 

 

staff,friendly,helpful 
,team,animation 

team,manager, 

waiter, professional, 

staff friendly, 

receptionist, 
reception staff, hotel 

staff,attentive, 
friendly helpful, 
staff helpful, 

member,polite, 

lifeguard,restaurant 
staff, helpful staff, 

staff polite 

T

op

ic 

2 

'room', 'clean','pool', 
'nice','hotel','bed', 
'view','lovely', 
'comfortable','beautiful',

'small', 'spacious', 
'sun','garden','large', 
'great','big','wifi', 

'terrace','ground' 

'great','value','locati

on','experience','tim

e' 
,'service','breakfast', 
'atmosphere','staff', 

'family','view','over

all','team','animatio

n', 
'trip', 'kid‘,'money', 
'visit, 'people','spa' 

food, restaurant, 
breakfast,drink,dinne

r,meal, fresh, 

lunch, menu, buffet, 

delicious,cook,coffe

e,fruit,snack,omelett

e,salad, eat, ate, tea, 
bread,juice,order, 

mint 

T

op

ic 

3 

'team','staff','make', 

'animation', 'work', 
'bar','entertainment', 
'really','help','amaze', 

'brilliant','hard', 

'special','aqua','attentive

','great','time','especially

','best', 'kid' 

'hotel', 'best','beau 
tiful‘, 'amazing', 

'lovely','time','book',

'nice','fantastic','like'

,'city, 'locate','bouti 
que‘,'wonderful', 
'shuttle','medina','vi

sit','really','experien

ce', 'return' 

hotel, stay, back, 

recommend, exper 
ience return, enjoy, 

come back, good, 

highly recommend, 

recommend hotel, 

stay hotel,highly, 

enjoyed, place stay, 

beautiful hotel, nice 

hotel,boutique hotel, 

lovely hotel 



(IJACSA) International Journal of Advanced Computer Science and Applications 

Vol. 14, No. 1, 2023 

576 | P a g e  

www.ijacsa.thesai.org 

B. Testing and Evaluation Phase 

In this experiment, the most commonly used classifiers in 
the sentiment analysis literature are applied. "Documents x 
Terms" vectorization method will be evaluated using nine 
supervised classification models: Bayesian Naive, SVM, 
Logistic Regression, K-nearest Neighbor, Decision Trees, 
Random Forests, Extratrees, Adaboost and Gardient Boost. 
The performance of the selected models will be compared 
using their Accuracy, Precision, Recall and F1-scores to 
determine the best decision model. 

1) Description datasets: The sentiment analysis as well as 

the aspect analysis were  performed on a dataset that contains 

14356 English dialect reviews from TripAdvisor and Booking 

websites and labeled as follows: 4337 positive texts, 397 

negative texts and 8647 neutral, still 2822 texts labeled with 

the aspect Room, 386 with Service, 1952 with 

Food/Restaurant, 2118 with Staff, 1352 labeled with Location, 

2833 with Experience/Value, as well as 992 are labeled with 

the aspect Amenities/Activities and 420 reviews are with 

Price/Quality. 

2) Performance measure: The choice of classifier for the 

current data is based on the performance measures [35]. The 

evaluation of the optimal solution in classification training can 

be defined based on the confusion matrix. From the given 

confusion matrix one can determine, the number of positive 

and negative that are correctly classified. Meanwhile, the 

number of negative and positive cases are misclassified 

respectively. The performance measure of the various 

classifiers is evaluated using the accuracy, precision, recall 

and F1-scores. 
The Accuracy metric: indicates the percentage of correct 

predictions. It refers to the ratio of the number of correct 
predictions to the total number of input samples or 
observations, which is shown in eq. (1). 

        
     

           
 

Precision: is the number of correct positive results divided 
by the number of positive results predicted by the classifier. 
The result is a value between 0.0 for no precision and 1.0 for 
total or perfect precision. 

          
  

     
 (2) 

Recall: In order to complete the accuracy, the recall is also 
calculated, which is the fraction of true positives to real 
positives, which is shown in eq. (3), i.e., the proportion of 
positives that were correctly identified. 

       
  

     
 (3) 

F1-Score: The calculated average harmony of precision and 
recall is used to assess how well these two metrics—rappel and 
precision—compromise. This unique score ranges from 0 to 1, 
with 0 being the worst possible outcome and 1 being the best 
possible outcome. It can be calculated as follows. 

   
                    

                
 (4) 

3) Results: The learning phase will be followed by the 

testing phase in order to evaluate the classifier. For 

performance validation, 80/20% rules is used to check the 

model, the corpus is divided into two parts, 80% for the 

training phase and 20% for the testing phase. Several tests, 

whose results are presented in the following tables, were 

made: 

a) CountVectorizer embeddings classification 

 Aspect Classification 

TABLE III.  RESULTS OBTAINED FROM ALL CLASSIFIERS IN 

COUNTVECTORIZER WEIGHTING METHOD FOR ASPECT CLASSIFICATION 

Metrics 

 

 

Classifiers 

 

Accuracy 

% 

 

Recall% 

 

Precision % 

 

F1-Score % 

LR 83.25 73.01 75.56 73.42 

RF 84.26 74 77.14 75 

NB  76 55.78 67.68 56.29 

DT 48.70 28.12 43.75 26.53 

KNN 71.59 63.71 67.22 64.95 

SVM 83.51 70.91 86.84 72.88 

ET 81.67 71.41 74.66 72.49 

AB 69.83 59.33 65 60.44 

GB 76.13 61.07 69 62.72 

The results of aspect extraction are reported in Table III. 
The latter shows that the best performances are obtained in: 
Accuracy (84.26%), Recall (74%), Precision (77.14%) and F1- 
Score (75%) with the RandomForest + CountVectorizer 
configuration. 

 Sentiment classification 

TABLE IV.  RESULTS OBTAINED FROM ALL CLASSIFIERS IN 

COUNTVECTORIZER WEIGHTING METHOD FOR SENTIMENT CLASSIFICATION 

Metrics 

 

 

Classifiers 

 

Accuracy 

% 

 

Recall% 

 

Precision % 

 

F1-Score % 

LR 91 69.59 82 73.27 

RF 88.87 67.16 85 72 

NB 83.28 60.43 67.26 61.58 

DT 74.40 43.55 56.09 43.52 

KNN 74.03 44.86 77.84 46.24 

SVM 87.86 62.48 80.02 65.76 

ET 88.53 68.19 82 72.59 

AB 84.52 61.07 77.02 65.24 

GB 87.03 57.64 58.58 57.85 
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The sentiment classification results are reported in 
Table IV. The latter shows that the best performances are 
obtained in precision (82%), recall (69.59%), accuracy (91%) 
and F1-score (73.27%) with the LogisticRegression + 
CountVectorizer configuration. 

b) TF-IDFVectorizer embeddings classification:Both 

Tables V and VI show the results of the classifier using the 

TF-IDF weighting model for sentiment classification. 

 Aspect classification 

TABLE V.  RESULTS OBTAINED FROM ALL CLASSIFIERS IN TF-IDF 

WEIGHTING METHOD AOR ASPECT CLASSIFICATION 

Metrics 

 

 

Classifiers 

 

Accuracy 

% 

 

Recall% 

 

Precision % 

 

F1-Score % 

LR 83 70.01 78 72 

RF 86 74.78 81.01 76.59 

NB 76.59 72.08 50.55 51 

DT 48.70 28.13 44.15 27 

KNN 63.73 52.46 59.63 54.58 

SVM 82.76 70.69 76.14 71.75 

ET 82.80 72 76.04 73 

AB 70 59.43 64.01 60.58 

GB 71.63 52.04 52.42 51.44 

The results of aspect classification with the TF-IDF 
vectorization method are presented in Table V. This latter 
shows that using the RandomForest + TF-IDF parameter 
provides the best performance in terms of precision (81.01%), 
recall (74.78%), accuracy (86%) and F1-score (76.59%). 

 Sentiment classification 

TABLE VI.  RESULTS OBTAINED FROM ALL CLASSIFIERS IN TF-IDF 

WEIGHTING METHOD FOR SENTIMENT CLASSIFICATION 

Metrics 

 

 

Classifiers 

 

Accuracy 

% 

 

Recall% 

 

Precision % 

 

F1-Score % 

LR 87.37 60.73 83.84 64.04 

RF 89 66.19 84.51 70.55 

NB 82.87 53.17 57 54.02 

DT 74.44 43.57 56.20 43.53 

KNN 75.87 50.25 80 54.16 

SVM 87.63 62.39 82.41 66.54 

ET 87.29 76.26 78.37 71.10 

AB 84.82 61.30 76.64 65.58 

GB 87.11 57.50 59 57.89 

The results of the sentiment classification are presented in 
Table VI. The latter shows that the use of the RandomForest + 
TF-IDF parameter allows to obtain the best performances in 
terms of accuracy (89%), Recall (66.19%), precision (84.51%) 
and F1-Score (70.55%). 

V. DISCUSSION 

Traditional Sentiment Analysis is done through Sentiment 
Analysis techniques[36] on documents and sentences which 
assesses the overall polarity of the feelings of the given opinion 
target. Nevertheless, if the opinion target contains various 
aspects with a conflicting sentiment, using a single sentiment 
label to represent it could be incorrect[37]. The current trend is 
to move to a deeper level that presents itself as Aspect-Based 
Sentiment Analysis.  ABSA is the sub-field of NLP that 
essentially breaks the data into aspects and finally extracts the 
sentiment information[38]. It performs a more advanced and 
higher quality analysis because it directly examines the 
sentiment itself. Neither document analysis nor sentence 
analysis find out what exactly people like and dislike. 
Specifically, the idea behind this work is to collect customer 
reviews on tourism sites such as: Booking or TripAdvisor, and 
assign a sentiment analysis that allows to extract the most 
relevant characteristics in the review of most customers. Hence 
the realization of a sentiment analysis as well as an aspect 
analysis on a dataset that contains customer reviews of hotels 
located in Marrakech. The results of this research were 
presented as follows: 

The best result in all the tests for the classification of 
aspects is 86%, it was obtained by the RF with the use of TF-
IDF, similarly the classifier GradientBoost, NB and AdaBoost 
reached their maximum measure (76.13%, 77%, 70% 
respectively), on the other hand for LR, SVM and KNN, their 
best results were with CountVectorizer (83.25%, 83.51%, 
71.59%) respectively. Moreover, the DT classifier obtained the 
same result in both tests with TFIDF and CountVectorizer 
(48.70%). On the other hand, for sentiment classification the 
best result of Accuracy is 91% in CountVectorizer weighting 
method, achieved by LR classifier, also NB and SVM 
classifiers their excellent outcome were with the same method 
(83.28%, 87.86% respectively), also the DT classifier score is 
similar for both vectorization techniques with 74%, and both 
RF, GB, AdaBoost, and KNN classifiers got their excellent 
score with TF-IDF (89%, 87.11%, 84.82% and 75.87% 
respectively). Analyzing the results of the confusion matrices 
the RF+TFIDF that gave as results 2232 True Positives for the 
classification of the aspects, besides the best classifier for the 
analysis of the feelings is the LR+CountVectorizer that allows 
to reach a number of True Positives equal to 3158. These 
results show that RF is generally considered a better classifier 
for the aspect extraction task; in return LR is the good classifier 
for the sentiment classification task. As long as a good 
measurement is achieved, the model has permitted to perform 
correct results. These results are listed in Fig. 8 and 9. 
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Fig. 8. Sentiment per single aspect 

 

 
Fig. 9. Data analysis interface 

VI. CONCLUSION 

Given the increasing importance placed on online reviews 
and the evidence that these reviews influence customer 
behaviors, it is clear that companies are beginning to look at 
technologies that could automatically analyze what customers 
are saying about their product or service. In this article, the 
analysis of the feelings has been performed on the level of 
aspects in the field of hotels. The hotel reviews that were 
studied are comments on the service provided, written in 
English on the rating site TripAdvisor. The preprocessing and 
vectorization methods are evaluated using nine supervised 
classification models. The results obtained are very 
encouraging, and the experimentation conducted on the dataset 
reveals that a better accuracy score of 92% and 3158 True 
Positives were achieved when using the LR+ CountVectorizer 

classifier for sentiment analysis as well as a good Accuracy 
score of 86% and a number of True Positives equal to 2232 
when using RF + TF-IDF Vectorizer for aspect classification. 
For future work, enriching the dataset with other reviews from 
other languages such as French and Arabic will be highly 
recommended and that is by making comparisons between 
these languages in order to get a broader view on the aspects 
that are most noticed by travelers from other countries; thus, 
the use of the mixed class analysis rather than the positive, 
negative and neutral classes. 
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