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Abstract—It is critical to develop a method for detecting 

cracks in historic building concrete structures. This is due to the 

fact that it is a method of preserving historic building and 

protecting visitors from the collapse of a historic structure. The 

purpose of this research is to determine the best method for 

identifying cracks in the concrete surface of old buildings by 

using cracked images of old buildings. The various surface 

textures, crack irregularities, and background complexity that 

distinguish crack detection from other forms of image detection 

research present challenges in crack detection of old buildings. 

This study presents a framework for detecting concrete cracks in 

old buildings in Semarang's old town using a modified 

Convolutional Neural Network with a combination of several 

convolutional layers. This study employs ten convolutional layers 

(Deca Convolutional Layer Neural Network (DCL-NN)) to 

provide mapping features for images of concrete cracks in 

ancient buildings at preservation area. This study also compares 

commonly used machine learning models such as KNeighbors (n 

neighbors=3), Random Forest, Support Vector Machine (SVM), 

ExtraTrees (n estimators=10), and other CNN-pretained models 

such as VGG19, Xception, and MobileNet. Four performance 

indicators are used to validate each model's performance: 

accuracy, recall, precision, F1-score, Matthews Correlation 

Coefficient (MCC), and Cohen Kappa (CK). This study's data set 

is comprised of primary data obtained from cracked and normal 

images of several buildings in Semarang's old town. The 

accuracy of this study using DCL-NN is 98.87%, recall is 99.40%, 

precision is 98.33%, F1 is 98.86%, MCC is 97.74%, and CK is 

98.86% for crack class. From this study, it was found that the ten 

convolution layers have higher classification performance 

compared to other comparison models such as machine learning 

and other CNN models and are more effective in detecting cracks 

in concrete structures. 
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I. INTRODUCTION  

It is critical to understand the shape of cracks in historic 
buildings in order to preserve historic areas. The Old Town 
area of Semarang, which is a UNESCO World Heritage Site, is 
one area that is vulnerable to building cracks [1]. The total 
number of buildings, which reached 274 units, demonstrates 
that the old town area was previously a residential area; now, 

out of a total of 157 units with the status of occupied buildings 
(both for housing and offices, dominated by offices), 87 units 
are status as vacant buildings (both those that are still being 
maintained or damaged/abandoned), 28 units are leased 
(offices), and only 2 units are currently sold [2]. Historic 
ancient buildings are architectural creations that serve as a 
nation's cultural heritage and have very high artistic and 
historical values, so their long-term viability must be ensured. 
The ability of a sturdy building structure supports the building's 
strength, which causes the building to last a long time. Cracks 
in concrete structures are a common sign of faulty concrete. 
The presence of cracks affects the structural condition and 
increases the risk of unexpected damage and collapse of the 
building [3][4]. Therefore, crack detection must be done on a 
regular basis in order to maintain the concrete structures of 
historic ancient buildings. 

II. RELATED WORKS  

Traditionally, professional images of cracks in a building's 
concrete structure are used. The use of an expert to inspect 
concrete structures for cracks is costly, time-consuming, and 
sometimes dangerous for direct inspection [5]. The Ultrasonic 
Pulse Velocity Test (UPVT) in the form of ultrasonic waves in 
the cracks where holes are made for the ultrasonic wave 
propagation area is then used as another method of measuring 
building cracks [6]. This creates the possibility for buildings to 
become more dangerous as a result of the influence of other 
building structures. However, as computer-aided design 
(CAD)-based image processing technology advances, many 
experts are turning to machine learning-based image 
processing for the automatic detection of cracks in concrete 
structures [7]. Many techniques for detecting building cracks 
have been proposed by researchers, including the use of 
thresholding methods [8], edge detection, and wavelet 
transform. Surface texture, crack irregularity, and background 
complexity distinguish crack detection from other images in 
research that leads to machine learning-based image processing 
solutions for automatic detection of cracks in concrete 
structures. 

Deep learning-based models, especially multilayer neural 
networks, currently play an important role in feature learning 
[9]. Moreover, the availability of high-performance computers 
and the continuous improvement of good training methods on 
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available datasets are driving the rapid development of deep 
learning. Conversely, convolutional neural networks (CNNs) 
are feed-forward neural networks characterized by high-
resolution image processing [10]. Some of these models are 
suitable for feature extraction in various applications, but their 
accuracy needs to be improved to detect cracks in concrete. 

In this work, CNN-based transfer learning using pre-trained 
models to achieve efficient performance, reduce training time, 
overcome the drawbacks of large datasets, and yield significant 
results. A law has been proposed [11]. Some previous 
researchers have done some work to identify and classify 
cracks in buildings. Zhang et al. [12] proposed a 6-layer 
convolutional neural network (CNN) architecture for road 
crack detection and used 640,000, 160,000, and 200,000 
images to train, validate, and validate the network. bottom. and 
tested. Kings. [13] proposed a CNN architecture with three 
convolutions and he two fully connected layers to detect cracks 
in asphalt. On the other hand, the author of this study says that 
for training he used 640,000 images and for testing he used 
120,000 models. Fan et al. [14] proposed an efficient automatic 
road crack detection and measurement model based on an 
ensemble of CNN models. The authors of this study calculated 
the final failure probability by combining the probability values 
from each CNN model using the weighted overall average 
technique. Xu et al. [15] He trained a 28-layer end-to-end CNN 
model to detect cracks in concrete bridges. To obtain 
multiscale contextual information, the authors of this study 
used the concept of combining Atlas Spatial Pyramids (ASPP) 
and depth convolution to reduce the number of parameters in 
the network. This study describes a framework for detecting 
concrete cracks in old buildings in Semarang Old Town using a 
modified convolutional neural network that combines multiple 
layers of convolution. Scaffolding helps identify the presence 
and location of cracks in concrete surface patterns. 

This study suggests early detection of cracks in historic 
buildings. Citra captures images that do not show cracks and 
uses existing image processing algorithms to distinguish them 
from images that show cracks. The uniqueness of this study is 
that this study DCL-CNN model to help identify and classify 
crack types. Do these cracks appear in concrete or only on the 
surface of old buildings in Semarang city? Because of the 
insufficiency of observational methods for concrete structures, 
the study intends to make the following major contributions:   

1) An effective and efficient classification framework 

with a combination of the number of convolution layers based 

on crack candidate areas is proposed to effectively categorize 

cracks and non-cracks. The more feature mapping that results 

from the number of convolution layers, the more detailed the 

system will be in detecting cracks in surface structures and 

deep fracture structures. 

2) Comparison with other transfer learning methods and 

machine learning so that the CNN model produces the desired 

performance in classifying cracked and normal building 

locations 
The image of cracks in ancient and historic buildings in 

Semarang, Indonesia, was used as data in this study. In this 
study, crack classification in old town buildings in Semarang 
requires several stages, as illustrated in Fig. 1. Images of old 

building cracks are preprocessed. Preprocessing includes size 
adjustment, rotation, position translation, and flip processes.  

The Citra image data set is split into a training data set and 
a validation (test) data set. Use preprocessed data to extract 
modal feature information from images using a pretrained 
model with transfer learning. This model is fed to a fully 
connected layer (FC) and trained after fusion. The top two 
layers of the FC layer contain 512 hidden units followed by the 
ReLU activation function. The final layer contains hidden 
units, followed by a sigmoidal activation function used for 
crack detection. Evaluate system performance using metrics 
such as Accuracy, Search Rate, Accuracy, F1 Score, MCC, and 
CK. 

 
Fig. 1. Condition from the front side of the cracks of several ancient 

buildings in the old town of Semarang 

III. METHODOLOGY  

The methodology for this paper shows in the Fig. 2. At the 
beginning, we need to process the crack image into through 
several levels of pre-processing, data augmentation, and 
training for each model. It is including modifications to the 
CNN model, retained model, and machine learning model, and 
all algorithms are tested using data testing 

Preprocessing and 
Augmentation

Modified CNN 
Model 

   

Pretrainned Model
1. VGG19
2. Xception
3. MobileNet

Classification

Machine Learning 
1. KNeighbors (n_neighbors=3)
2. Random Forest
3. SVM
4. ExtraTrees (n_estimators=10)

Crack

Normal

 

Fig. 2. Research methodology diagram 
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The experimental program is divided into four phases:  

 creating a classified image dataset from primary data;  

 developing the convolution layer from the CNN 
standard;  

 comparing with machine learning and pre-trained 
models; 

 running training experiments. The following sections 
provide information about each phase. 

A. Image Data Set  

The dataset employs for this study consists of 10,000 
images with 512 x 512-pixel resolution. The image was taken 
from various concrete specimens after mechanical testing in 
the Semarang old town building. The main idea is to collect 
concrete service images from various surface views in order to 
diversify the data set and, as a result, the AI system that learns 
from this data set. The images were sliced into 224 x 224-pixel 
images to increase the data set without sacrificing resolution, 
resulting in a final data set of 10,000 samples, which were then 
manually classified into two categories: concrete surfaces with 
and without cracks. The dataset contains 5,000 images with 
cracks and 5,000 images without cracks. With a 70/30 split, the 
dataset is divided into training and validation datasets. 

B. Convolution  Layer from the CNN Standard 

CNN1 is known as the base of the CNN method. For 
identified the crack building using Citra, this study used four 
variations of the CNN architecture. The usage of four 
variations of the CNN architecture used to find the best 
architecture for detecting the condition of cracks in ancient 
building structures in Semarang's old town. This study used 
GPU GTX 1650 RAM 2 x 8 GB 2400 MHz DDR4 for the 
computation. 

Fig. 3 shows a diagram of the CNN1 architecture. This 
basic design can be extended to create CNN2 or CNN3 
architectures. CNN3 is extensible to CNN4. CNN architectures 
are built to determine the impact of CONV layers and their 
activation functions on classification accuracy. Additionally, 
comparisons can be made between CNN1, CNN2, CNN3, and 
CNN4, or between design groups to determine if the best type 
of design is used for classifying old building crack images. 

C. The Performance between Machine Learning and Pre-

Trained Models  

To evaluate classification performance, precision, recall, 
and accuracy matrices are used [16], [17]. To calculate the 
metric, add the sums of TP, FP, FN, and TN. True positive is 
represented by TP, false positive by FP, false negative by FN, 
and true negative by TN and properly measure ratios as 
positive detected elements, taking only positive predictions into 
account. 

Precision = 
  

     
  (1) 

The precision is stored in the denominator by FP; if it is 
high, the precision is low. However, the majority of the 
elements are predictably incorrect, and only a few are correct 
as positive, resulting in high precision values even if there are 
many FNs. As a result, a measure of the number of FN, namely 
recall, is required. 

Recall = 
  

     
, (2) 

and correctly measure ratios as positively detected 
elements, taking into account only elements with positive 
ground truth annotations. If the FN amount is large, the 
drawdown will be small and measures the ratio of correct 
predictions to all predictions. 

Accuracy = 
     

           
 , (3) 

Accuracy can be used as a reliable summary metric for 
classification performance because the dataset is symmetric. 

Table III displays the outcomes of all models in the primary 
dataset. To validate the model, we only use the test folder 
dataset. To compare performance, two statistical tests were 
performed: the Matthews correlation coefficient (MCC) and 
the Cohen's Kappa statistic [18-19]. In the case of unbalanced 
data sets, the Matthews correlation coefficient (MCC) is a 
popular performance metric. Despite the fact that the dataset 
used in this paper is balanced, it is defined by the mathematical 
equation number (4): 

     
                 

√                               
 (4) 

The MCC range is [1-1]. A MCC value closer to one is 
preferable. All of the models that were used performed 
admirably. The value is close to 1. In other words, the model 
correctly classifies the fracture image. Cohen's Kappa statistic 
is used to assess the degree of agreement between two raters 
who categorize objects into mutually exclusive groups, as 
shown mathematically in Equation (5). 

   
       

       
 (5) 

In this case, po represents the rater's observations' relative 
agreement. The theoretical probability of random agreement is 
denoted by pe. Using Equations (6)-(8), we can calculate po 
and pe between raters (9). 

    
     

           
  (6) 

                                                     (7) 

                         
     

           
   

     

           
 (8) 

                         
     

           
   

     

           

 (9)
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Model 1. 

 2 Convolutional Layer 

Model 2. 

4 Convolutional Layer 

Model 3. 

8 Convolutional Layer 
Model 4. 

10 Convolutional Layer 
Fig. 3. Visualization for each CNN mode

Fig. 3 shows the architectural layout. CNN1 is the basis of 
the CNN method. This study employed four variations of the 
CNN architecture to determine the best architecture for 
detecting the presence or absence of cracks in ancient building 
structures in Semarang's old town. For the computation this 
study used GPU GTX 1650 RAM 2 x 8 GB 2400 MHz DDR4. 

This basic design can be extended to create CNN2 or 
CNN3 architectures, as shown in the CNN1 architecture 
diagram in Fig. 3. CNN3 is extensible to CNN4. CNN 
architectures are built to determine the impact of CONV layers 
and their activation functions on classification accuracy. In 
addition, comparisons can be made between CNN1, CNN2, 
CNN3, and CNN4 or between design groups to determine if 
the most appropriate type of design is being used for 
classifying old building crack images. 

IV. EXPERIMENT AND DISCUSSION  

Fig. 4(a) shows Model 1 with two convolution layers 
correctly predicts 1459 (TP) normal and 1442 (TN) cracked 
images, while 41 (FN) normal images are predicted to be 
cracked and 58 (FP) cracked images are predicted to be normal 

Fig. 4(b) shows Model 2 with four convolution layers 
correctly predicts 1489 (TP) normal and 1473 (TN) cracked 
images, while 11 (FN) normal images are predicted to be 
cracked and 27 (FP) cracked images are predicted to be 
normal. Fig. 4(c) shows Model 3 with 8 convolution layers 
correctly predicts 1487 (TP) normal and 1467 (TN) cracked 
images, as well as 13 (FN) normal images that are cracked and 
33 (FP) cracked images that are normal. Fig. 4(d) shows Model 
4 with 10 convolution layers correctly predicts 1491 (TP) 
normal and 1475 (TN) crack images, as well as 9 (FN) normal 
images that are cracked and 25 (FP) cracked images that are 
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normal. The FN on Model 1.d is smaller than on the other three 
models. 
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(a) Model 1. 2 Convolutional Layer, (b). Model 2. 4 Convolutional Layer 
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(c)Model 3. 8 Convolutional Layer, (d). Model 4. 10 Convolutional Layer 

Fig. 4. Confusion matrix results for each CNN modification model 

By identifying knowing TP, TN, FN, FP, performance 
values it generates such as accuracy, precision, recall, F1, 
MCC and CK values as shown in Table I, Table II and 
Table III. Table I shows the performance of Fig. 4 Confusion 
Matrix Results for each CNN modification model  

TABLE I.  PERFORMANCE COMPARISON OF DIFFERENT CNN 

MODIFICATION METHODS 

N_LAYER 

CONVOLUTIO

NAL 

ACCURA

CY 

SCORE 

RECA

LL 

SCORE 

PRECISI

ON 

SCORE 

F1 

SCOR

E 

MC

C 

(%) 

CK 

(%) 

2 LAYER 96.70 97.23 96.13 96.68 
93.4

1 

96.6

9 

4 LAYER 98.73 99.26 98.20 98.73 
97.4

7 

98.7

3 

8 LAYER 98.43 98.34 98.53 98.43 
96.9

4 

98.4

6 

10 LAYER 98.87 99.40 98.33 98.86 
97.7

4 

98.8

6 

Table I displays that the convolution layer design with 10 
convolution layers has the highest F1 score of 98.86% and 
98.87% accuracy among other models, as well as 98.33% 
precision and 99.40% recall. The Deca Convolutiol Layer 
Neural Network (DCL-NN) outperforms the other models in 
the popular statistical tests MCC and CK (Cohen's Kappa), 
with values of 97.74% and 98.86%.  
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(a). KNeighbors (n_neighbors=3)       (b). Random Forest 
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(c) SVM                    (d) ExtraTrees (n_estimators=10) 

Fig. 5. Confusion matrix results for each machine learning model 

In Fig. 5(a), the KNN model correctly predicts 1000 (TP) 
normal and 476 (TN) crack images, while 524 (FN) normal 
images are predicted as cracked and 0 (FP) cracked images are 
predicted as normal. In Fig. 5(b), the Random Forest model 
correctly predicts 973 (TP) normal and 960 (TN) cracked 
images, with 40 (FN) normal images predicted as cracked and 
27 (FP) cracked images predicted as normal. In Fig. 5(c), the 
SVM model correctly predicts 976 (TP) normal and 811 (TN) 
cracked images, with 189 (FN) normal images predicted to be 
cracked and 13 (FP) cracked images predicted to be normal. In 
Fig. 5(d), the Extra Tree model correctly predicts 987 (TP) 
normal and 972 (TN) cracked images, with 28 (FN) normal 
images predicted as cracked and 13 (FP) cracked images 
predicted as normal. When compared to the other three 
machine learning models, the Extra Trees model has a lower 
FN. Table II shows the performance of Fig. 5. Confusion 
Matrix Results for each machine learning model  

TABLE II.  PERFORMANCE COMPARISON OF DIFFERENT MACHINE 

LEARNING METHODS 

Machine 

Learning 

Accurac

y 

Score 

Recal

l 

Score 

Precisio

n 

Score 

F1 

Scor

e 

MC

C 

(%) 

CK 

(%) 

K Neighbors 

(n_neighbors=3

) 

74 83 74 72 55.89 
69.8

5 

Random Forest 97 97 97 97 93.31 
96.6

4 

SVM 89 90 89 90 79.79 
88.8

9 

ExtraTrees 

(n_estimators= 

10) 

98 98 98 98 95.91 
97.9

4 

According to Table II, the ExtraTrees machine learning 
model has the highest F1 score of 98% and 98% accuracy 
among other models, as well as 98% precision and 98% recall. 
In the case of popular statistical tests such as MCC and CK 
(Cohen's Kappa), the ExtraTrees machine learning model 
outperforms the other models with values of 95.91% and 
97.94%, respectively. 

Fig. 6(a) illustrates the transfer learning model VGG19 
correctly predicts 1487 (TP) normal and 1470 (TN) cracked 
images, with 13 (FN) normal images predicted to be cracked 
and 30 (FP) cracked images predicted to be normal. As for the 
Fig. 6(b) shows the Xception model correctly predicts 1444 
(TP) normal and 1497 (TN) cracked images, with 56 (FN) 
normal images predicted as cracked and 3 (FP) cracked images 
predicted as normal. Fig. 6(c) illustrates the MobileNet model 
correctly predicts 1472 (TP) normal and 1434 (TN) cracked 
images, with 28 (FN) normal images predicted as cracked and 
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66 (FP) cracked images predicted as normal. The VGG19 
model has a lower FN than the other three transfer learning 
models. The performance of Fig. 6, Matric Confusion Results 
for each model of Pre-Trained CNN is shown in Table III.  
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(a) VGG 19          (b) XCeption        (c) Mobile Net 

Fig. 6. Matric confusion results for each model of pre-trained CNN 

TABLE III.  PERFORMANCE COMPARISON OF DIFFERENT TRANSFER 

LEARNING METHODS 

Transfer 
Learning 

Accuracy 
Score 

Recall 
Score 

Precision 
Score 

F1_Score 
MCC 
(%) 

CK 
(%) 

VGG19 98.57 99.12 98.00 98.56 97.14 98.56 

Xception 98.03 96.39 99.80 98.07 96.13 98.05 

MobileNet 96.87 98.08 95.60 96.83 93.76 96.85 

Table III shows that the VGG19 model transfer learning 
design had the highest F1 score of 98.56% and 98.57% 
accuracy, as well as 98.00% precision and 99.12% recall 
among other models. The transfer learning performance of the 
VGG19 model outperforms the other models in popular 
statistical tests such as MCC and CK (Cohen's Kappa), with 
values of 97.14% and 98.56%, respectively. 

In Model 1, after 10 iterations, the program automatically 
stops training, and the correct model rate is approximately 
97.67%. (Loss 0.1141). As illustrated in Fig. 9, the maximum 
true rate is reached after the tenth iteration. It takes about 13 
seconds. As illustrated in Fig. 7, the correct rate gradually 
stabilizes in later training stages due to the continuous 
reduction of the learning rate. In Model 2, after 10 iterations, 
the program automatically stops training, and the correct model 
rate is approximately 98.57% (0.0646). 

 
(a) 

 
(b) 

Fig. 7. Graph of accuracy and loss in model 1 with 2 convolutional layer 

Fig. 8 shows that the maximum true rate is reached after the 
tenth iteration. It takes about 28 seconds. As shown in Fig. 8, 
the correct rate gradually stabilizes in later training stages due 
to the continuous reduction of the learning rate. In Model 2, 
after 10 iterations, the program automatically stops training, 
and the correct model rate is approximately 98.90% (Loss 
0.0561). 

 
(a) 

 
(b) 

Fig. 8. Graph of accuracy and loss in model 2 with 4 convolutional layer 

Figure 9 shows that the maximum true rate is reached after 
the tenth iteration. It takes about 31 seconds. As illustrated in 
Figure 9, the correct rate gradually stabilizes in later training 
stages due to the continuous reduction of the learning rate. In 
Model 4, after 10 iterations, the program automatically stops 
training, and the correct model rate is approximately 99.17%. 
(Loss 0.0284) 

 
(a) 

 
(b) 

Fig. 9. Graph of accuracy and loss in model 2 with 8 convolutional layer 
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Fig. 12 shows that the maximum true rate is reached after 
the tenth iteration. It takes about 32 seconds. As illustrated in 
Fig. 12, the correct rate gradually stabilizes in later training 
stages due to the continuous reduction of the learning rate. 

 
(a) 

 
(b) 

Fig. 10. Graph of accuracy and loss in model 2 with 10 convolutional layer 

 Fig. 10 shows that the maximum true rate is reached after 
the tenth iteration. It takes about 32 seconds. As illustrated in 
Fig. 10, the correct rate gradually stabilizes in later training 
stages due to the continuous reduction of the learning rate. 

The CNN model's performance is also compared to that of 
other transfer learning models, such as VGG19, Exception, and 
MobilNet. The following performance graphs are generated for 
each transfer learning model: 

The VGG model automatically stops training after 10 
iterations, and the correct model rate is approximately 98.93%. 
(Loss 0.0384). As shown in Fig. 13, the maximum true rate is 
reached after the tenth iteration. It takes approximately 61 
seconds. As shown in Fig. 13, the correct rate gradually 
stabilizes in later training stages due to the continuous 
reduction of the learning rate. In Model Exception, the program 
automatically stops training after 10 iterations, and the correct 
model rate is approximately 98.67% (Loss 0.0526). 

As shown in Fig. 11, the maximum true rate is reached 
after the tenth iteration. It takes approximately 61 seconds. As 
shown in Fig. 11, the correct rate gradually stabilizes in later 
training stages due to the continuous reduction of the learning 
rate. In Model Exception, the program automatically stops 
training after 10 iterations, and the correct model rate is 
approximately 98.67% (Loss 0.0526). 

 
(a) 

 
(b) 

Fig. 11. VGG19 model accuracy and loss graphs 

As illustrated in Fig. 12, the maximum true rate is reached 
after the tenth iteration. It takes about 63 seconds. As 
illustrated in Fig. 12, the correct rate gradually stabilizes in 
later training stages due to the continuous reduction of the 
learning rate. The MobileNet model, after 10 iterations, the 
program automatically stops training, and the correct model 
rate is approximately 96.67% (Loss 0.0993). 

 
(a) 

 
(b) 

Fig. 12. Graph of accuracy and loss in exception model 

As shown in Fig. 13, the maximum true rate is reached 
after the tenth iteration. It takes approximately 30 seconds. As 
shown in Fig. 13, the correct rate gradually stabilizes in later 
training stages due to the continuous reduction of the learning 
rate. 
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(a) 

 
(b) 

Fig. 13. Accuracy and loss graphs on the MobileNet mode 

Researchers in this study conducted research that was also 
compared to other researchers using the same dataset. Zhang et 
al. [20] classified cracks using CNN and four convolution 
layers, two of which were fully connected. ConvNets is the 
name of the method used. Precision and recall rates are 86.96% 
and 92.51%, respectively. In classifying aligned images, Fang 
et al. [21] employ three convolution layers and three Fully 
Connected Layers. Precision and recall rates for experiments 
using the same data as the researchers were 18.4% and 94.3%, 
respectively. While the researchers used 10 convolution layers 
and one Fully Connected layer to achieve a recall and precision 
of 99.40% and 98.33%, respectively. Our model outperforms 
both works [1] and [2], as shown in the Table IV below. 

TABLE IV.  COMPARISON OF PERFORMA WITH OTHER RESEARCHERS 

Other 

Researchers 

Number of 

Convolution 

Layers 

Number of 

Fully 

Connected 

Layers 

Precision Recall 

Zhang et al. [20] 4 2 86.96% 92.51% 

Fang et al. [21] 3 2 18.40% 94.30% 

Proposed Model 10 1 98.33% 99.40% 

Each neuron in the convolution layer needs to be 
transformed into one-dimensional data. First before it can be 
included in a fully-connected layer. Also, because it causes the 
data to lose its spatial information and is not reversible, while 
the fully connected layer can only be implemented at the end of 
the network CNN [22].  

Prior researchers used 2 Fully Connected Layers (FCL) to 
prevent loss of image spatial information and a long duration 
so that classification performance can be maintained, but with 
this study, we used a large number of convolution layers and a 
low number of FCL, to produce high performance. 

V. CONCLUSION  

This research contributes to crack classification at historical 
building by using four architectural design variants of 
convolutional neural networks (CNNs), namely, CNN1-CNN4. 
The research methodology used in this study is an experimental 
cracking classification using four variations of convolutional 
neural network (CNN) architecture design (CNN1 - CNN4). 

Experimental results show that CNN4 (Deca Convolutional 
Layer Neural Network/DCL-NN) provides the best 
classification results for concrete cracks in old buildings 
compared to other architectural designs tested. The DCL-NN 
architecture has an accuracy of 98.87%, precision of 99.40%, 
recall of 98.33%, F1 score of 98.86%, MCC of 97.74%, and 
CK of 98.86%. 

In addition, results from comparisons with pre-trained CNN 
algorithm methods such as VGG19, Xception, MobileNet, and 
machine algorithms such as KNeighbors (n neighbors=3), 
Random Forests, Support Vector Machines (SVM), ExtraTrees 
(n estimators) Classification using learning. = 10), he shows 
the superiority of DCL-NN in classifying concrete cracks in 
old buildings in Semarang city. 
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