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Abstract—Bacterial and Fungal diseases may affect the yield of
stone fruit and cause damage to the Chlorophyll synthesis process,
which is crucial for tree growth and fruiting. However, due to
their similar visual shot-hole symptoms, novice agriculturalists
and ordinary farmers usually cannot identify and differentiate
these two diseases. This work investigates and evaluates the use
of machine learning for diagnosing these two diseases. It aims at
paving the way toward creating a generic deep learning-based
model that can be embedded in a mobile phone application or
in a web service to provide a fast, reliable, and cheap diagnosis
for plant diseases which help reduce the excessive, unnecessary,
or improper use of pesticides, which can harm public health and
the environment. The dataset consists of hundreds of samples
collected from stone fruit farms in the north of Jordan under
normal field conditions. The image features were extracted using
a CNN algorithm that was pre-trained with millions of images,
and the diseases were identified using three machine learning
classification algorithms: (1) K-nearest neighbour (KNN); (2)
Stochastic Gradient Descent (SGD); and (3) Random Forests
(RF). The resulting models were evaluated using 10-fold cross-
validation, with CNN-KNN achieving the best AUC performance
with a score of 98.5%. On the other hand, the CNN-SGD model
performed best in Classification Accuracy (CA) with a score of
93.7%. The results shown in the Confusion Matrix, ROC, Lift,
and Calibration curves also confirmed the validity and robustness
of the constructed models.
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I. INTRODUCTION

In Jordan and other Mediterranean countries, agriculture
participates with a high share of the annual GDP, and stone
fruit trees are among the most important sources of crop yield
[1]. However, Bacterial and Fungal diseases, which appear as
shot holes in the leaves, may affect the yield of the trees
and may eventually cause damage to the Chlorophyll synthesis
process, which is crucial for plant growth and fruiting.

Shot hole disease is caused by several pathogens. The
fungal shot hole, or the Coryneum blight, is caused by Wilson-
omyces carpophilus (Lev.) [2]. This fungus is common in the
Mediterranean region, but it also spreads in America, Australia,
Africa, Asia, Oceania, and Europe [3]. It infects stone fruit
trees of Prunus, mainly apricot, peach, nectarine, and cherry.
However, the first three are the most commonly affected hosts
[4], [5]. It damages twigs, buds, blossoms, fruits, and leaves.
The damage is most noticeable on the leaves, however. The
causal agent thrives in cool and moist conditions between
summer and fall, mainly in early spring and anytime during wet

weather conditions [3], [6]. It develops rapidly under warmer
temperatures [3] and overwinters on blossom buds, and cankers
of branches [7]. The symptoms appear on the infected leaves
as small, round reddish to purplish-brown specks with light
green or yellow rings around them. Lesions can be circular to
slightly ellipsoid; their tissues can become raised and scurfy
and will tear along the lesion margins and may hang on at one
attached point. It often dries up and falls away, giving the shot
hole; as if someone fired a shotgun at the leaf [5].

As the disease spreads, more leaves get damaged until
they fall. Significant infections can reduce photosynthesis,
weaken the plant, and decrease the fruit yield eventually,
which makes it a major concern for the stone fruit industry
worldwide [8]. The other causal agent of the shot hole disease
is the bacterium Xanthomonas Arboricola PV. Pruni (Xap)
[9]. The symptoms of this bacterium are circular to irregular,
water-soaked lesions on leaves. Later, lesions turn purple or
brown. Usually, halos and cracks can be seen between the
affected tissue and the surrounding healthy tissue. In the later
stage, the infected tissue will be broken away under various
natural forces, especially wind, and finally drop out, leaving
a hole. Leaves with many holes or lesions will turn yellow or
prematurely drop off [9]. It infects leaves, twigs, and fruits of
the same stone fruit hosts of the W. Carpophilus fungus. The
favourable conditions for the disease occurrence and spread
are largely the same as the fungal shot hole, but it overwinters
mainly in twig lesions (OEPP/EPPO, 2003). The disease is
considered the most limiting factor to cherry Laurel production
in landscapes and nursery production. Losses exceed 75% in
the nursery due to this disease (unpublished data, J. Williams-
Woodward). However, these diseases, which affect different
parts of the trees and produce holes in leaves, are caused by
different pathogens such asWilsonomyces Carpophilus fungus
and Xanthomonas Arboricola PV. Pruni bacteria. Sometimes
it is difficult to differentiate the symptoms to identify the
pathogen, even further, to identify if the symptoms are caused
by a pathogen or insect feeding. This makes it difficult to
specify suitable pesticides or implement a control plan to avoid
damage to the trees.

Nonetheless, the infections caused by these diseases are
difficult to identify and cure as they are usually confused
with viral pest infections and with other soil and nutrition
deficiencies. The accurate identification and diagnosis of these
diseases infections through visual signs and symptoms may
require deep knowledge and thorough experience, which is
usually lacking in most ordinary farmers, and yet they may also
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require laboratory tests and identification procedures, which
are usually expensive to perform for most farmers. Yet, fighting
these bacterial and fungal infections without a proper diagnosis
may fail or may require using a wide spectrum of pesticides,
placing additional financial costs which add to the short-term
losses in the fruit yield and the long-term damages made to
the trees, which may affect their lifespan. In addition, the
use of pesticides may harm the trees and may also place
concerns over food safety, which may cause several marketing
challenges due to allowable limits imposed by food and drug
administrations and may ultimately affect customer confidence.
This all adds to other environmental concerns that are related
to pesticide leaks into the soil and water and their short-term
and long-term influence on wildlife.

Novice agriculturalists and farmers not knowing much
about the disease may confuse the infections with other viral
and pest diseases and deficiencies caused by factors related to
soil, water, or other environmental conditions. They might also
confuse these diseases with symptoms associated with other
issues related to the incorrect use of pesticides and fertilisers.
Therefore, the false identification and diagnosis of fungal
and bacterial may waste farmers’ time and effort in solving
irrelevant issues. This in fact, lay additional financial pressure
on farmers and may also cause other serious environmental
and health-related issues, such as those related to the improper
use of pesticides or unintentional insect feeding. Moreover, the
spread of fungal and bacterial diseases in various environments
may also contribute to the evolution of new races of causal
agents with different symptoms, thus making them hard to
diagnose under normal field conditions [6].

Machine learning techniques in general [10], and deep
learning algorithms in particular such as convolutional neural
networks [11], [12], [13] have recently witnessed impressive
success in several scientific and commercial applications, par-
ticularly in the fields of computer vision, image recognition
[14], [15], [16], and other classification applications [17], [18],
[19]. One of the potential applications of machine learning
is identifying and diagnosing plant diseases’ infections [20],
and their other related issues [21]. In this research, we have
conducted an end-to-end empirical study that involves collect-
ing, diagnosing, and identifying many stone fruit leaf samples
that suffer from bacterial and fungal infections. The sample
leaves have been photographed, categorised and then used
to train and test three machine learning classifier models,
which are created by combining convolutional neural networks
with three classical machine learning algorithms: (1) K-nearest
neighbour (KNN); (2) Stochastic Gradient Descent (SGD);
and (3) Random Forests (RF). These algorithms were selected
due to their reported success in image classification. All
the constructed models will be evaluated using Classification
Accuracy (CA), Area Under the Curve (AUC), Precision and
F1 metrics, in addition, the Confusion Matrix, ROC, Lift and
Calibration curves will also be used to confirm the validity and
robustness of the created models.

The following four subsections are dedicated to investi-
gating the related work and defining the research hypothesis,
question, and aims. Section II provides details regarding the
research methodology, materials and data collection, and an
overview of the techniques applied and their performance
metrics. Section III presents the results of model building and

evaluation which is followed by Section IV, which analyses the
results obtained in this work in light of the research hypothesis,
question, and objectives. It also compares the results with
those reported by others. Section V provides a conclusion of
the findings and comments of the result on the limitation of
the study and highlights the contribution of this study. It also
comments on the significance of the results and their potential
applicability, as well as on the possible future work that is
related to the study.

A. Related Work

In this subsection we investigate nine of the most popular
related works and most cited studies that have been published
in the last six years.

A study that was published in [22] reported 78% accu-
racy in classifying diseases that infect apple trees using the
field-collected dataset, while [23] reported accuracy of 81%
in classifying four grapes diseases using images that have
been captured under field normal condition. On the other
hand, [24] reported accuracy of 82% in classifying cucumber
diseases using a research centner dataset, while [25] reported
an accuracy of 83% in classifying disease that infects potato
using images of their tubers which have been collected from
potato fields. [26] reported yet another field-based study that
involved classifying diseases that infarct tea plants with an
accuracy of 90%. [27] reported accuracy of 88% in classifying
banana diseases using the plant village public dataset which
is very close to the results reported by [28] which aimed at
detecting and classifying diseases that infect tomato leaves
and which also depended on using a public dataset that was
downloaded from plant village. [29] reported an accuracy of
99% in classifying soybeans disease also using plant village
public datasets. [30] also reported a 99% of classification
accuracy using the plant village dataset, but this time for
classifying twenty-six diseases that hit fourteen different crops.
A recent study reported in [31] achieved classification accuracy
of 96.63% using the ResNet-50 deep learning algorithm to
predict 15 disease classes using 20,000 public dataset that is
published by plant village. Another study published by [32]
reported an accuracy of 96% using unsupervised learning.
However, the study provides no details regarding the number
of the samples in the dataset. Another study published in
[33], reported an accuracy of 92.57% using YOLOv5 model
for classifying 61 categories of plant diseases that hit ten
different plant species. The dataset consisted of 36,258 images.
A more recent study that used Multiple Linear Regression
(MLP) reported 91% accuracy in identifying blister blight in
tea plants[34], while another recent study reported the use
of CNN algorithm to detect 13 different diseases achieved
precision of 96.3% [35].

The analysis of the related work shows that most of the
reported applied techniques scored a classification accuracy
which ranged between 78% and 99%. It was noticed that the
majority of the investigated works reported a classification
accuracy above 90% depended on huge public datasets which
involved thousands of images that have been captured in
a controlled environment with a standardised camera type,
images orientation, images resolution, images aspect ratio,
lightning and sometimes the growth conditions of the plant
itself. On the other hand, the studies that reported performance
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of less than 90% depended on using a less number of images
(a few hundred images) captured using ordinary cameras and
for leaves of plants that were grown in field normal conditions.
Furthermore, only few of the reviewed studies spent effort in
diagnosing the plant diseases and investigating their cause and
pathogens. Most of the other studies depended only on the
disease’s visual symptoms, which shade doubt on the validity
of their findings. In addition, few of the surveyed studies
commented on the utilisation and the practical use of their
obtained results.

B. Research Hypothesis

The research suggests that deep learning pre-trained algo-
rithms can be used for the automatic identification of image
features and then be classified using other machine learning
classification algorithms to provide an accurate diagnosis of
stone fruit fungal and bacterial diseases.

C. Research Question

The research question seeks to answer the question: Can we
build a successful machine learning model to diagnose stone
fruit fungal and bacterial diseases?

D. Research Aim

Creating a machine learning model for diagnosing stone
fruit diseases will pave the way towards creating a generic
deep learning-based model that can be embedded in a mobile
phone application or a web service for the purpose of providing
a fast, reliable, and cheap diagnosis of plant diseases, which
helps to reduce the excessive, unnecessary, or improper use
of pesticides in agriculture, which can be harmful to public
health and the environment.

II. MATERIALS AND METHODS

This section provides a brief description of the technology
applied and the methodology implemented in order to automate
and tackle the problem of stone fruit disease diagnosis in this
research to tackle.

A. Materials

The dataset consists of 500 sample images. 294 of the
images belong to the Fungal class, while 106 images belong
to the Bacterial class. 99 belong to the control healthy class.
The dataset creation involved collecting and photographing
hundreds of images of stone fruit that are infected with
the bacterium Xanthomonas arboricola Pv. Pruni (Xap) and
Wilsonomyces Carpophilus fungus.

The leaves were collected from various farms in the north
of Jordan during the mid of August, which are located in a
region with a moderate Mediterranean mountainous climate
with an elevation between 630-950 Metres above sea level.
The average temperature between April and September is 29.7
◦C during the day and 17.2 ◦C, while the average humidity is
45% and the average pressure is 1008 mBar. The rain is very
scarce during the data collection period. Fig 1 shows sample
leaves that suffer from bacterial and fungal infections. The
samples were collected and photographed in the field normal
conditions.

The dataset has an equal number of images for each infec-
tion class. The stone fruit leaves were first collected and then
photographed using a mobile phone camera with an 8M pixels
resolution. The leaves were then examined by two domain
experts who work as plant diseases experts and professors at
al-Balqa applied University and Mutah University. The disease
experts diagnosed the infection in each leaf and placed the
leaves’ images in their corresponding folders. The diagnosis
of each leaf was then confirmed using plant disease literature
and also by using the plant disease database sponsored by
the European and Mediterranean Plant Protection Organisation
(EPPO).

B. Methods

The methods applied in this research involve performing
three major steps: (1) The extraction of significant image
features using deep learning convolutional neural networks
VGG16 algorithms ; (2) the classification of images into
Bacterial and Fungal classes using the KNN, SGD and RF
machine learning algorithms; and (3) models evaluation based
on 10-folds cross-validation and using confusion matrix, ROC,
AUC, classification Accuracy and Precision metrics. Fig. 2
illustrates the three major steps in the proposed research
methodology.

1) Features Extraction: The features in each image are
extracted using the convolutional neural network VGG16 im-
plementation that was pre-trained using 14 million images
from the ImageNet database which correspond to 1000 la-
belled classes[36]. The algorithm was originally proposed by
Simonyan and Zisserman to introduce several improvements
to AlexNet which was developed earlier by google [37], [38].

The applied implementation was based on the Keras frame-
work using Python and Caffe framework. Keras is a deep
learning Python Library that focuses on simplifying deep
learning model construction and visualising its using Tensor
Flow, while Caffe is a deep learning framework that was
developed by the BAIR AI research group at the University of
California, Berkeley [39]. It enables constructing expressive,
modularised and fast deep learning models [40], [41]

The constructed vectors for each image feature were then
preprocessed, first by normalising the image features values
within the interval between -1 and 1 and then, by removing the
sparse features for each feature with missing values exceeding
the ratio of 5%.

Deep learning is one of the most popular contemporary
technology in machine learning that has recently witnessed
unprecedented success in several applications, particularly in
image and voice recognition. as it requires no or minimal
feature engineering[11]. Deep learning is simply, a back prop-
agation neural network algorithm that is based on creating
a machine learning model using several layers, where each
represents a level of abstraction[11].

Convolutional neural networks (CNN) are a class of deep
learning algorithms that uses feed-forward neural networks
to extract and learn image features using multiple layers[11],
[42]. CNN has achieved success in several machine learning
applications, particularly in image processing, recognition and
classification. In convolutional neural networks, and each layer,
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Fig. 1. Image samples that were collected and photographed in the field normal conditions for stone fruit leaves that suffer from fungal and bacterial infections.

the image dimensionality is reduced and its features are
automatically identified, extracted, stored in vectors and then
passed to a more specialised deeper layer which extracts even
more features using its own ”convolutions”. A convolution
does a job in terms of feature extraction that is analogous
to light filters in optics[42], [43], [11]. Convolutional Neural
Network (CNN) algorithms were used for extracting and
analysing image features. The identified feature was then used
for creating three machine learning classification models for
identifying the stone fruit fungal and bacterial diseases using
a dataset that consists of hundreds of images that have been
captured for the infected leaves. Convolutions are used to
learn the image features in a fashion analogous to filters,
in each layer the dimensionality of the image is reduced
using convolution and then fed into the lower layer [43]. The
convolution at the top layer is used to filter, extract and learn
the most generic features in the image and then pass them
down toward the convolutions in the deeper layers that are
used to filter, extract and learn the more specific features as
illustrated in Fig. 2.

2) Classification: Machine learning (ML) concerns en-
abling computers to learn and improve from previous examples
and prior experience using a wide spectrum of artificial in-
telligence techniques and algorithms[44], [45], [46]. Modern
technology and recent advances in machine learning are the
driving force behind what is called ”The fourth industrial
revolution.”

Machine learning tries to mimic the ability of human beings
and other intelligent species to learn and attain knowledge
from prior experience and examples and then generalise and
use this knowledge to respond to future situations and process
unknown data. In machine learning classifiers, a model is built
and then trained to predict the outcome or responses in a
precooked dataset which is called ”training data.” The model
is then validated by testing its ability to predict the unknown
outcomes and responses in unknown datasets or situations,
which is called ”validation data.”

Selecting the appropriate machine learning modelling tech-
nique is important and must take into consideration the nature
of the dataset, study objectives, and the potential of the applied
technique [46], [45], [47]. In this research, three algorithms
have been applied to the targeted images and then evaluated
to find the best machine learning algorithm that can be coupled
with the deep learning convolutional neural networks VGG16
algorithm to diagnose the targeted leaves and classify their
infection. The applied algorithms involve KNN, SGD, and RF.
These algorithms will be introduced and discussed in detail in
this section.

K-Nearest Neighbours Algorithm (KNN): An instance-
based learning technique that is used for classifying data
samples by measuring their proximity to neighbouring data
points that belong to a set of pre-labelled classes. This tech-
nique was first introduced by Evelyn Fix and JL Hodges,
Jr. in their unpublished technical report while working at the
USAF School of aviation [48]. KNN measures the Euclidean
distance between predicted and training values belonging to a
predefined class in a two-dimensional space using equation 1.
The predicted classes for a point are determined based on a
popularity vote regarding its distance from other neighbouring
data points that belong to the neighbouring classes. KNN was
used in several image classification applications that included
classifying brain CT Scan [49] and recognising images of
various objects [50]. In both applications, it achieved a classi-
fication accuracy of 80%.

∆(xi, xj) =

√√√√ n∑
i=1

(| xin − xjn |)2 (1)

Stochastic Gradient Descent (SGD): This algorithm clas-
sifies samples iteratively. In each iteration, the weights of the
classification model are updated using equation 2.
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Fig. 2. An illustration of the applied research methodology, where CNN is used for extracting images’ features and that are then fed to KNN, SGD, and RF
classification algorithms.

ωt+1 = ωt − γ
1

n

n∑
i=1

∇ωQ(zi, ωt) (2)

Where γ denotes the model gain and ω denotes the model
weights which have to be close to optimal.

The estimated value z is randomly selected given the
weight wt for each iteration t. This process helps to optimise
the resulting value in each iteration provided that the selected
values are based on the ground truth distribution. The con-
vergence of the SGD model assumes a gradual decline in the
value of model gain γ which must be neither too fast nor too
slow. The optimal value for the convergence is achieved when
γt is close to the value t−1 which causes a decline in the error
rate at the same speed [51].

SGD has been successfully used in several image classi-
fication applications. These applications involved introducing
some minor modifications to improve their performance by
optimising their parameters and also by combining it with
other machine learning techniques such as Artificial Neural
Networks (ANN) [52], [53], [54].

Random Forests (RF): A non-parametric, powerful ma-
chine learning technique that is used for both regression and
classification [55]. The random Forests model consists of a
number of regression trees that are built concurrently and then
voted on selecting the best-performing model [56].

Random Forests was reported successful for image classi-
fication in several applications, which covers a wide spectrum
of image processing domains [57], [58], [55]. This makes
Random forests a good candidate for classifying stone fruit
diseases in this study.

3) Model Evaluation: Cross-validation is the most widely
accepted technique for evaluating the performance of machine
learning classifiers [59], [60]. In this method, samples are split
into several equal-size folds, and then the validation process is
carried out considering one fold for testing the classification
model each time, while the rest are used for training the
classification model. The model validation is then repeated
several times, which is equal to the number of folds. At the
end of the validation process, the performance of the model is
calculated by averaging the model performance for each fold.

The confusion matrix is a common evaluation method that
is used to measure the performance of a machine learning
model across classes. The confusion matrix is drawn in a
tabular form that shows the numbers or percentage of the
classified samples as illustrated in Fig. 3. It shows four types
of information: (A) True positive values, which refer are the
number of samples that were predicted positive and are indeed
positive; (B) False-positive, which refers to the number of
samples that are predicted positively by the model but they
are in fact negative; (C) False-negative which refers to the
number of samples that are predicted negative, but they are
in fact positive, and (D) True negative which refers to the
number of samples that are predicted negative and they are
indeed negative.

In addition to the Classification Accuracy (CA), four other
performance measures were used for evaluating the classi-
fication model: (1) Area Under the Curve (AUC); (2) F1;
and (4) Precision. The confusion matrix, Receiver Operating
Characteristic (ROC), Lift, and Calibration curves were also
used to confirm the validity and robustness of the models
performance. The ROC curve maps the false positive rate to the
true positive rate of the class prediction. This curve is widely
accepted as an excellent and accurate metric of the machine
learning model’s performance [61], [62]. In the ROC curve, the

www.ijacsa.thesai.org 916 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 14, No. 1, 2023

Fig. 3. An illustration of the confusion matrix. Rows show the predicted
classes, while columns show the actual classes

further is a line drawn from the middle of the chart (diagonal),
indicating a better performance achieved by the model. The
ROC curve is also used as a basis for calculating the AUC
performance metric, which is simply defined as the Area Under
the ROC curve (AUC). The larger the area is, the better
performance is achieved by the model [63]. The calibration
curve measure the model’s performance in predicting true
positive values versus false positive values, while the Lift chart
measure the model’s performance in predicting positive values
[64].

Classification Accuracy (CA) is one of the most commonly
used performance metrics in machine learning [65]. It is used
to evaluate the model’s performance in predicting the learned
classes by calculating the ratio between the number of the
correctly classified samples compared to the total samples,
which are expressed equation 3.

CA =
(TP + TN)

Total
(3)

The precision metric is also another common measure that
is used for evaluating the classification model’s performance
by calculating the ratio between the number of true positive
values and the total number of both true positive and false
positive values [65], which is expressed by equation 4.

Precision =
TP

(TP + FP )
(4)

III. RESULTS

The results obtained in this empirical study involved cre-
ating and evaluating three machine learning models using
KNN, SGD, and RF algorithms. Each of these models has
been created based on the feature vectors that have been
extracted using the pre-trained deep learning convolutional
neural networks VGG16 algorithm and using images that have
been captured for stone fruit leaves that are infected with
bacterial and fungal diseases.

In the first phase, the features in each image were by
submitting the captured images using Keras API to a remote
VGG16 algorithm implementation that is pre-trained using
millions of images from the ImageNet database. Fig. 4 shows
a set of images that have been generated by the VGG16 al-
gorithm, for example, a leaf using the algorithm convolutions,
pooling, and normalisation procedures. The image is a sample

of the images that are generated by each convolution in the
model layers. The image was first converted into a grey-scale
and was then passed to the VGG16 layers. The extracted
features were stored in vectors that contain the most important
descriptors for each image and saved on the local machine.
The image features in the vectors were then loaded into the
classifier models.

Fig. 4. Filtered image features of a leaf that suffers from fungal infection.

In the second phase, three classification models were
constructed using the features extracted in the first phase. The
first model was constructed using the KNN algorithm and
then trained using the training dataset to predict the image
classification into the two pre-labelled classes. The second
model was constructed using the SGD algorithm, while the
third was built using the RF algorithm.

In the third phase, the models constructed in the second
phase were trained using the image dataset that was described
earlier in Section II-A, which consisted of tens of images of
leaves that suffer bacterial and fungal disease infections. In
the fourth stage, the models were then evaluated using 10-
fold cross-validation. The evaluation of each model involved
measuring the performance of the classifier using: (1) Classi-
fication Accuracy; (2) Precision test; and (3) Area Under the
Curve (AUC). In addition, a confusion matrix was constructed
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to validate the performance of each model that was visualised
using the ROC, Lift and Calibration curves [66].

The confusion matrix for the three constructed models is
shown in Table IV, II, and III. The values on the diagonal
of the table –highlighted with dark shadow– represent the
image samples that have been correctly classified in each class,
while the values to the left and the right of the table diagonal
highlighted with bright shadow–, represent those images that
have been wrongly classified. The values in the rows represent
the actual values that, in fact, belong to the corresponding
class, while the values in the columns show the values that are
predicted to belong to the corresponding class.

The evaluation of the classifier models has shown good
performance based on the results of the confusion matrix,
ROC, Lift and calibration curves, in addition to classification
accuracy and sensitivity metrics. All the applied techniques
have scored more than 87.4% in classification accuracy and
precision performance metrics and more than 93.9% in the
AUC metric, which is an even more efficient metric for
evaluating the performance of the classifiers.

The CNN-KNN outperformed the other two models in the
AUC metric. It scored 98.5% in AUC, while the CNN-SGD
and CNN-RF models scored 95.4% and 93.9%, respectively.
On the other hand, the CNN-SGD achieved the highest score
in the classification accuracy metric, which was 93.6%. In con-
trast, the CNN-KNN and CNN-RF models scored classification
accuracy of 92.4% and 87.4%, respectively. The results of the
precision and F1 support the model’s scores in classification
accuracy. The CNN-SGD model scored 93.7% in F1 and 94.%
in Precision metrics. The CNN-KNN model scored an F1 of
92.3% and a Precision of 92.3%, while the CNN-RF scored
85.9% and 88% in F1 and Precision metrics. In the AUC
metric, the CNN-KNN model scored an even higher result, just
over 95.6%, while the CNN-SGD scored 89.4%. The CNN-RF
model scored 88.3%. Table I compares the performance of the
three models in the applied metrics.

TABLE I. A COMPARISON OF THE PERFORMANCE OF THE THREE
CREATED CLASSIFICATION MODELS: CNN-KNN, CNN-SGD AND
CNN-RF BASED ON AUC, ACCURACY AND PRECISION METRICS

AUC CA F1 Precision

CNN-KNN 98.5% 92.4% 92.3% 92.3%

CNN-SGD 95.4% 93.6% 93.7% 94.1%

CNN-RF 93.9% 87.4% 85.9% 88.0%

TABLE II. THE CONFUSION MATRIX FOR THE CNN-KNN MODEL

Predicted

Bacterial Fungal Healthy Total

Actual

Bacterial 84 22 0 106

Fungal 15 279 1 295

Healthy 0 0 99 99

Total 99 301 100 500

The performance curves of the ROC charts also confirmed
the accuracy and precision of the metric result. It showed that
the CNN-KNN model by far outperformed both the SGD and
RF models. These results were also apparent in predicting the
fungal class and, to a lesser extent, in predicting the bacterial
class. However, while the CNN-SGD model performed rela-
tively well according to the ROC chart, the performance of

TABLE III. THE CONFUSION MATRIX FOR THE CNN-SGM MODEL

Predicted

Bacterial Fungal Healthy Total

Actual

Bacterial 97 8 1 106

Fungal 23 272 0 295

Healthy 0 0 99 99

Total 120 280 100 500

TABLE IV. THE CONFUSION MATRIX FOR THE CNN-RF MODEL

Predicted

Bacterial Fungal Healthy Total

Actual

Bacterial 49 57 0 106

Fungal 6 289 0 295

Healthy 0 0 99 99

Total 55 346 99 500

the RF model lagged. Fig. 5 illustrate the performance of the
three constructed models using the ROC chart. Furthermore, a
calibration curve was created for all the constructed models,
which compares them in classifying true and false positive
classes. The threshold of the P value was set to 0.50, which
is shown in Fig. 6. The SGD classifier scored a rate of 91.5%
and 10% in predicting true positive and 8.8% in predicting
false positive samples. The KNN classifier scored 79.2% and
3.8% in predicting the true positive and false positive samples,
respectively, while the Random Forests model scored 39.6%
and 10% in predicting the true positive and false positive
samples, respectively. These results, yet again, show that both
the SGD and KNN significantly outperformed the Random
Forest model. However, the SGD model achieved the best
performance, particularly in predicting true positive values.
The Lift curve in Fig. 7 shows the performance of the three
classifiers in predicting the positive values (Positive rate).
Based on the Lift curve, the SGD model achieved the best
performance, followed by the KNN and SGD models.

The champion two models were constructed by combining
the pre-trained convolutional network algorithm VGG16 with
the KNN and SGD algorithms. The CNN-KNN model scored
98.5% in the AUC metric, while the CNN-SGD scored a
classification accuracy of 93.6%. However, the AUC metric
is considered by many data mining practitioners as the best
performance metric for evaluating machine learning models
[63].

IV. DISCUSSION

This research involved collecting and photographing hun-
dreds of leaves from stone fruit trees that are grown in the
north of Jordan that suffer from bacterial and fungal diseases.
The leaves were photographed and then classified based on
their identified infections. The images were then fed into a
deep learning convolutional network neural network algorithm
that was used to identify the significant features involved in
each of them. The resulting features were then used as input
for three machine learning algorithms that have been used
for classifying the leaves’ images according to their infected
diseases. The constructed models were then trained, and their
performances were measured and evaluated based on a 10-fold
cross validation.
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Fig. 5. An ROC chart that compares the performance of the three created
classification models.

Fig. 6. A Calibration curve showing the performance of the three created
classification models in predicting true positive and false positive classes

Fig. 7. A Lift curve showing the performance of the three created classifi-
cation models in terms of the relationship between lift and the classification
positive rate

The results confirmed the research hypothesis, which sug-
gested that pre-trained deep learning algorithms can provide an
efficient method for diagnosing stone fruit fungal and bacterial
diseases by identifying image features and then using them
in classifying the diseases’ images using machine learning
classification algorithms.

The results also provides a positive answer to the research
question by creating classification models that were able to

diagnose the stone fruit fungal and bacterial infections with an
accuracy performance of 93.6% using the CNN-SGD model
and an AUC performance of 98.5% using the CNN-KNN
model.

The study was successful in achieving the preset research
objectives, which aimed at creating a computational model
that would help create an automated prediction model that
can be embedded in a mobile phone application or a web
service to provide a fast, cheap, and reliable diagnosis of
fungal and bacterial infections through photographing the
visual symptoms that on plant leaves using standard mobile
cameras and under the field’s normal conditions. The findings
of the research confirm the validity of our proposed approach
to achieve the research objectives through combining CNN
algorithm for feature extraction with three classical machine
learning classifiers: KNN, SGD and Random Forest.

The performance of the classification model created in
this study was above the average performance of other mod-
els that have been reported in similar and previous studies,
particularly when compared to other studies that involved
collecting, photographing, and analysing hundreds of plant leaf
images under normal field conditions [22], [23], [25], [26],
[27]. However, other studies that used public datasets with
controlled conditions and larger dataset achieved better results
as reported in [29], [30], [31], [32], [35].

The CNN-KNN model outperformed both CNN-SGD and
CNN-RF in the AUC metric, as it scored a performance of
98.5%, while they scored an AUC performance of 95.4% and
93.9%, respectively. On the other hand, the CNN-SGD model
outperformed the other two models based on the classification
accuracy metric as its scored performance of 93.6%. The CNN-
KNN and CNN-RF models scored a classification accuracy of
92.8% and 87.4%, respectively. However, most of the other
studies that reported better results used thousands of images
from public benchmark datasets that were acquired under
controlled environments and conditions. In contrast, our study
did not suffer some of the problems that are related to the
degradation of model performance when leaves were taken on
a different background, as reported in [30].

The models created in the present study is quite rigourous,
even when images were taken in different aspect ratios and at
different orientations. In addition, most of the studies that we
have referred to in the related work section lack consideration
for the prospect of the acquired knowledge and for the practical
deployment and realisation of the generated model, which was
considered from the beginning and to the end of this study.

V. CONCLUSION

In this research, the power of deep learning in feature
extraction and detection was combined with the classification
power of three machine learning algorithms: KNN, SGD,
and RF, for analysing leaf infections visually using image
recognition and classification technology.

The study concerned conducting end-to-end empirical re-
search, which involved collecting hundreds of stone fruit leaf
samples from fields that suffer from bacterial and fungal
infections. The samples were collected and then photographed
from farms in various locations in the north of Jordan. The
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bacterial and fungal infections were diagnosed and identified
by two experts in plant diseases and confirmed using literature
and using the European and Mediterranean Plant Protection
Organisation (EPPO) database repository, which covers 1,700
pests and 88,000 plant species.

The results confirm the applicability and validity of com-
bining the deep learning CNN algorithm with other machine
learning classification algorithms for identifying and diagnos-
ing plant bacterial and fungal diseases based on their visual
signs and symptoms. The CNN-KNN model outperformed
both the CNN-SGD and CNN-RF models based on the AUC
metric and ROC curve, as it scored a performance of 98.5% in
AUC. On the other hand, the CNN-SGD model’s performance
was the best in the classification accuracy metric, scoring
93.6%. The CNN-KNN model scored 92.4%, while the CNN-
RF model scored 87.4%. Nevertheless, the limitations of this
study come from its specialisation in one crop rather than
others, as well as in its limited coverage of bacterial and
fungal infections rather than other diseases and deficiencies.
Nevertheless, this limitation was noticed in most of the previ-
ous works, including those that used public and field datasets.
Expanding the research to cover more plants and more diseases
would provide a more comprehensive image of other crops and
other diseases.

The future work of this research may involve conducting
further research to cover a wider range of crops and diseases
under the field’s normal conditions and using thousands of
images. It may also involve using more deep learning methods
and machine learning algorithms to achieve better results. In
addition, constructing a data repository for all the diagnosed
diseases would also help in enhancing the accuracy of future
models by providing more images for model training and
testing.

Furthermore, the success of these applications can be
utilised in deploying machine learning classification models
that can be embedded in a mobile application that can provide
fast, cheap, and reliable identification of plant diseases or
can be integrated into a web-based service that can help
farmers across the globe to diagnose their plant’s diseases
by photographing the leaf infections in their crops using their
mobile phones and upload the images to the web service.
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“Evaluation of classification models in machine learning,” Theory and
Applications of Mathematics & Computer Science, vol. 7, no. 1, pp.
39–46, 2017.

www.ijacsa.thesai.org 921 | P a g e


	Introduction
	Related Work
	Research Hypothesis
	Research Question
	Research Aim

	Materials and Methods
	Materials
	Methods
	Features Extraction
	Classification
	Model Evaluation


	Results
	Discussion
	Conclusion
	References

