Harnessing Ensemble in Machine Learning for Accurate Early Prediction and Prevention of Heart Disease
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Abstract—Cardiovascular diseases (CVDs) remain a significant global health concern, demanding precise and early prediction methods for effective intervention. In this comprehensive study, various machine learning algorithms were rigorously evaluated to identify the most accurate approach for forecasting heart disease. Through meticulous analysis, it was established that precision, recall, and the F1-score are critical metrics, overshadowing the mere accuracy of predictions. Among the classifiers explored, the Decision Tree (DT) and Random Forest (RF) algorithms emerged as the most proficient, boasting remarkable accuracy rates of 96.75%. The DT Classifier exhibited a precision rate of 97.81% and a recall rate of 95.73%, resulting in an exceptional F1-score of 96.76%. Similarly, the RF Classifier achieved an outstanding precision rate of 95.85% and a recall rate of 97.88%, yielding an exemplary F1-score of 96.85%. In stark contrast, other methods, including Logistic Regression, Support Vector Machine, and K-Nearest Neighbor, demonstrated inferior predictive capabilities. This study conclusively establishes the combination of Decision Tree and Random Forest algorithms as the most potent and dependable approach for predicting cardiac illnesses, providing a groundbreaking avenue for early intervention and personalized patient care. These findings signify a significant advancement in the field of predictive healthcare analytics, offering a robust framework for enhancing healthcare strategies related to cardiovascular diseases.
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I. INTRODUCTION

A. Background and Motivation

Modern lifestyles and population change have led to widespread stress, anxiety, and health issues [1]. Sedentary living has increased mortality due to chronic diseases [2-4]. The heart’s vital role in transporting nutrients makes its proper function crucial [5-6]. Machine learning extracts valuable insights from large databases. Various techniques, including clustering, association, and classification algorithms, are used to predict heart disease [45]. Cardiovascular diseases cause significant mortality, warranting urgent research [7]. Chronic illnesses, like cancer and diabetes, surpass infectious diseases in causing death and disability. The epidemiologic transition marks this shift. Globally, cardiac diseases account for 17.3 million deaths yearly, projected to rise [8-9]. Machine learning aids early heart disease diagnosis. Defining disease is complex; it generally refers to disrupted bodily functions. Heart disease is universal and results from plaque buildup in coronary arteries. Plaque narrows vessels, causing reduced blood supply, leading to heart attacks or strokes. Symptoms include chest discomfort, pain, and anxiety [46]. Disease causes, recognition, diagnosis, and risk assessment are discussed. This paper delves into heart disease's global burden, machine learning's role, problem statement, research goals, and research article structure.

B. Heart Disease Mortality Rates

Heart disease is a leading cause of death in both developing and developed countries. WHO data reveals significant mortality (region wise distribution of mortality rate is shown in Table I), with 3.8 million deaths in men and 3.4 million deaths in women attributed to heart disease [10]. In the UK, heart disease constitutes 26% of all fatalities [10]. Reports from the Australian Bureau of Statistics (ABS) and the Economic and Social Commission of Asia and the Pacific (ESCAP) indicate mortality rates ranging from 20% to 33% in 2010 [11].

<table>
<thead>
<tr>
<th>Sr. No.</th>
<th>Region</th>
<th>Mortality Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Australia</td>
<td>33.7%</td>
</tr>
<tr>
<td>2</td>
<td>East Asia and Pacific Region</td>
<td>35.2%</td>
</tr>
<tr>
<td>3</td>
<td>Middle East and North Africa</td>
<td>47%</td>
</tr>
<tr>
<td>4</td>
<td>South Asia</td>
<td>10.6%</td>
</tr>
<tr>
<td>5</td>
<td>Sub-Sahara in Western Africa</td>
<td>13%</td>
</tr>
<tr>
<td>6</td>
<td>Europe</td>
<td>20-26%</td>
</tr>
</tbody>
</table>
Diverse regions exhibit varying heart disease-related mortality rates. Notably, heart disease accounts for 10.6% of reported fatalities [11], with 13% attributed to cardiovascular diseases. Circulatory diseases, predominantly heart diseases, dominate mortality in regions spanning Asia-Pacific, Australasia, Western Europe, and North America. Heart disease emerges as a universal cause of death, regardless of a nation's income level.

C. Global Burden of Heart Disease

Heart disease presents a significant global challenge, impacting individual mortality, family well-being, and economic costs. In the UK, heart disease costs approximately £9 billion yearly, covering premature death and disability expenses [10]. The USA spends around $312.6 billion annually on stroke and heart disease, projected to reach $1.1 trillion by 2035 [9]. China allocates over $40 billion, constituting about 4% of GNI, to heart disease treatment. South Africa’s heart disease treatment costs range from 2% to 3% of GNI, a quarter of primary care expenses. Globally, heart disease treatment cost about $370 billion in 2001, accounting for 10% of global healthcare costs [12]. Eastern Europe's high blood pressure expenses reach nearly 25% of healthcare costs. The American Heart Association (AHA) devised a method to forecast medical costs for conditions like high blood pressure, coronary artery disease (CAD), and stroke [13]. By 2030, 40.8% of Americans are predicted to have heart disease. Costs are set to rise from $320 to $818 billion between 2013 and 2030. Early diagnosis is crucial to prevent worsening conditions.

D. Heart Disease Recognition and Diagnosis: Current Scenario

The surge in heart disease incidence stems from preventable factors [1], including unhealthy lifestyles and risk factors like poor diet, obesity, high blood pressure, and elevated triglyceride levels. Warning signs encompass insomnia, abnormal heartbeat, leg swelling, and rapid weight gain [2], often misinterpreted in elderly populations. Growing hospital and research data availability aids precision diagnosis and early detection. AI and ML revolutionize healthcare, enhancing diagnostics, data analysis, and risk prediction. Genetic data analysis benefits from machine learning, expanding medical evaluations and pandemic anticipation. Cardiovascular diseases account for over a third of annual deaths [6], attracting machine learning application in detecting heart disease from medical databases. Diagnostic accuracy, speed, and lifesaving insights improve through these procedures [7].


Despite preventability efforts, heart disease persists globally. Pharmacies and health maintenance tests are crucial for rising heart disease rates. Expensive screening tests are used initially, prompting the need for cost-effective community-level alternatives. Identifying risk factors like age, alcohol, diet, smoking, and inactivity is vital to combat heart disease. Exposure to these factors increases hypertension, diabetes, dyslipidemia, obesity, and stroke risks [16].

Heart disease's high mortality demands accurate diagnosis tools. A systematic, accurate diagnostic tool based on death rates, disability rates, and costs is needed. Screening tools for cost-effective early diagnosis exist but require invasive blood sampling [16]. Main objective of this work is to study ML Algorithms (LR, KNN, SVM, RF, and Decision Tree), optimize algorithms to combat overfitting, apply ML for Classification, evaluate, and compare performance metrics.

The study evaluates and compares classifiers such as decision trees, Naive Bayes, logistic regression, SVM, and random forests. It suggests an innovative ensemble classifier strategy, which combines both strong and weak classifiers. This approach is designed to accommodate diverse sample requirements for training and validation, ensuring a robust and reliable predictive model for heart problems. By harnessing the synergistic strengths of multiple classifiers, this research aims to provide a comprehensive and accurate prediction framework for cardiovascular diseases, thereby contributing significantly to the advancement of predictive healthcare analytics.

E. Research Paper Outline

The Research paper is organized into five sections including conclusion and discussion. Section I introduce the spread of heart disease, its prevalence, diagnosis, and economics of early cure including research goals. Section II provides an in-depth review of heart disease prediction using machine learning techniques. The Section III is used to describe machine learning techniques and their applications. Performance evaluation via various techniques is highlighted in Section IV. Finally, the paper is concluded in Section V with limitations of proposed technique and future research directions.

II. LITERATURE REVIEW

This section provides an in-depth exploration of the significant contributions made by researchers in the realm of heart disease assessment using various machine learning techniques. The focal point is on recognizing the importance of
early diagnosis and prognosis, while concurrently highlighting the gaps and limitations present within the existing literature.

Ignoring heart issues can be detrimental, with men at higher risk [10]. A pivotal dataset from 1988 combines Cleveland, Hungary, Switzerland, and Long Beach V data. 80% of heart disease can be averted through healthy living [14]. Primary, secondary, and tertiary preventions obstruct disease progression [15]. Early diagnosis reduces serious illness and cost. A reliable tool for high-risk classification is crucial. AHA’s goals could prevent millions of heart disease deaths [14]. Early detection prevents severe conditions [15]. Resource constraints in LMICs require cost-effective, community-level screening for higher-risk individuals. Early prediction and cost-effective prevention strategies are essential [15].


Some latest results show that in one study, logistic regression exhibited notable accuracy, achieving 90.16% on the Cleveland dataset, while AdaBoost outperformed with 90% accuracy on the IEEE Dataport dataset [60]. Another comparative analysis scrutinized traditional machine learning methods against deep learning algorithms, highlighting the superiority of artificial neural networks (ANN). The ANN model demonstrated a remarkable accuracy of 93.44%, surpassing the support vector machine (SVM) model by 7.5% [61].

<table>
<thead>
<tr>
<th>Reference No.</th>
<th>Methodology</th>
<th>Outcome</th>
<th>Advantages</th>
<th>Limitations</th>
</tr>
</thead>
<tbody>
<tr>
<td>[18]</td>
<td>Cross-Validation and Multi-class Classification</td>
<td>Robust prediction model</td>
<td>Effective evaluation on multiple classes</td>
<td>Focus on cross-validation</td>
</tr>
<tr>
<td>[19]</td>
<td>Heart Rate Variability Analysis</td>
<td>CAD diagnosis using HRV</td>
<td>Utilization of medical domain knowledge</td>
<td>Focus on HRV analysis</td>
</tr>
<tr>
<td>[21]</td>
<td>Various Machine Learning Algorithms</td>
<td>Heart disease prediction using ML</td>
<td>Comparative evaluation of algorithms</td>
<td>Focus on multiple machine learning models</td>
</tr>
<tr>
<td>[22]</td>
<td>Decision Trees and Risk Model</td>
<td>Risk assessment model for CHD</td>
<td>Effective use of decision trees</td>
<td>Focus on specific algorithms</td>
</tr>
<tr>
<td>[23]</td>
<td>KMIX Algorithm for Clustering</td>
<td>Improved clustering for disease prediction</td>
<td>Enhanced performance with KMIX algorithm</td>
<td>Specific to KMIX clustering method</td>
</tr>
<tr>
<td>[25]</td>
<td>Fuzzy Rule-Based Model</td>
<td>CAD prediction using fuzzy rules</td>
<td>Improved classification with fuzzy rules</td>
<td>Utilization of fuzzy rules</td>
</tr>
<tr>
<td>[26]</td>
<td>Ensemble Techniques with Genetic Algorithms</td>
<td>CHD diagnosis using various algorithms</td>
<td>Enhanced predictive capability</td>
<td>Focus on ensemble and genetic algorithms</td>
</tr>
<tr>
<td>[27]</td>
<td>Hybrid Model (Neural Network and Genetic Algorithm)</td>
<td>Initial risk assessment model</td>
<td>Utilizing hybrid model for prediction</td>
<td>Specific to neural network and GA</td>
</tr>
<tr>
<td>[28]</td>
<td>Naïve Bayes, Decision Trees, Bagging</td>
<td>Accurate heart disease prediction</td>
<td>Effective use of multiple algorithms</td>
<td>Specific to certain algorithms</td>
</tr>
<tr>
<td>[29]</td>
<td>Ensemble Techniques with Weighted Average</td>
<td>CAD assessment using ensemble methods</td>
<td>Improved accuracy with ensemble approach</td>
<td>Focus on ensemble techniques</td>
</tr>
<tr>
<td>[52]</td>
<td>Artificial Intelligence for CHD</td>
<td>Severity prediction using K-Star algorithm</td>
<td>Utilizing AI for cardiac diagnosis</td>
<td>Focus on severity prediction</td>
</tr>
<tr>
<td>[58]</td>
<td>ID3 Algorithm in TV and Mobile Phones</td>
<td>Disease prediction and prevention</td>
<td>Effective education and prevention</td>
<td>Specific to certain algorithms</td>
</tr>
</tbody>
</table>
Furthermore, a distinct research endeavor proposed an innovative heart disease prediction model. This model incorporated embedded feature selection techniques and deep neural networks, resulting in an impressive accuracy of 98.56% on the Kaggle dataset [62]. Additionally, a neural networks model utilizing a Multilayer Perceptron (MLP) achieved commendable accuracies, recording 85.71% on the UCI Heart Disease dataset and 87.30% on the cardiovascular disease dataset [63].

A. Research Gaps

Despite the strides in heart disease prediction, the extant literature grapples with several limitations:

- Crafted models struggle with generalizability and potential sluggishness due to intricate risk rules.
- Experimentation tools entail complications and inherent limitations.
- Majority of models are circumscribed to clinical attributes, neglecting non-invasive risk elements.
- Scarce research leverages multiple feature selection techniques alongside their mean values.

A pressing need exists for further exploration into novel heart disease revelations and their effective integration into machine learning techniques. Continued research is essential to heighten diagnostic precision through machine learning methods and surmount the prevailing gaps in heart disease anticipation and detection.

III. MACHINE LEARNING METHODS FOR HEART DISEASE PREDICTION

Machine learning techniques are used to extract hidden information in an explicit structure from these large datasets because the medical industries are overrun with noisy and incomplete data. Machine learning techniques should be used in the healthcare industry to support specialists rather than replace them [54]. The feature selection methods used to identify the significant non-invasive subset of risk attributes for the early diagnosis of heart disease are described in this Section. The machine learning methods used to create a risk evaluation model are covered in this section. Various performance measures are used in this section to assess the risk models’ performance. The importance of non-invasive risk factors for the initial diagnosis and care of cardiac patients is also discussed in this section.

Exploring the heart disease dataset provides valuable insights that can significantly aid in early detection and prediction of cardiovascular conditions. In this Section, Davis' machine learning methodology was employed in the study to construct a comprehensive cardiovascular disease model. The focal point of this Section lies in outlining the research procedures, designing the study's framework, and expanding its applicability through well-defined objectives. By harnessing the power of machine learning techniques, this research effectively identifies a substantial subset of risk factors crucial for the initial prognosis of individuals with heart disorders.

A. The Methodology of Prediction

The process of transforming raw data into a dataset that can be used to produce knowledge for users is referred to as "machine learning" and a machine learning methodology is a method that uses alternative techniques to accomplish this transformation. The utilization of this methodology in particular is warranted due to the fact that it exemplifies the objectives of our research. The following is an outline of Fig. 1. The first step of the process is called data selection, and it entails selecting the pertinent information about heart disease from a variety of different sources so that it can later be entered into the standard database.

1) Data Preparation: In the first step, known as "data preparation," the dataset containing information about heart disease is analyzed and prepared so that the machine learning algorithms can derive useful insights from it and achieve the best possible results.

2) Data Task Filter: In this step, the heuristic decision rules are used to establish expected outcomes for the prognosis of heart disease in subsequent steps. The dataset that was selected is then stored in what is called the "Machine learning Task Warehouse."

3) Selecting Appropriate Algorithms and Datasets: It is for the Task Specified in Step 3. This step involves selecting an appropriate algorithm and dataset for the task that was specified in Step 3.

4) Comparison and Evaluation: The results of the classification are compared to one another and estimated using a variety of different machine learning evaluation metrics during this phase.

In the process of developing new models, the recently finished supervised classification models have been filed away in the data warehouse in order to be ready for any upcoming issues with prediction. For each new prediction task, the procedure starts over at step three and continues through step five.

B. Exploratory Data Analysis (EDA) Process

Fundamental statistical descriptions are conducted to enhance understanding of the myriad attribute values within the Kashmir heart disease dataset. Knowledge of these basic statistics facilitates addressing noisy values, detecting outliers, and handling missing values. The dataset contains both nominal and numerical values, all serving as risk factors for coronary heart disease. Simple mean imputation is applied to address missing numerical values, while mode imputation is used for missing values in categorical data.
C. Examination of Class Imbalances and Distributional Issues

Before engaging in any operations related to heart disease dataset, assessing class balance is crucial. Highly imbalanced data can lead to biased machine learning algorithms. Statistical analysis is applied to the data to evaluate its kurtosis, skewness, and class balance. Skewness assesses symmetry to determine if data distribution is equal on both sides of the center point. Kurtosis identifies whether data tails are light or heavy compared to a normal distribution. Skewness and Kurtosis tests reveal that the Kashmir heart disease dataset follows a normal distribution.

D. Establishing Feature Correlations

Since datasets can contain intricate interconnections between variables, quantifying the degree of attribute relationships is vital. The correlation process involves assessing the level of connection between dataset attributes. Understanding these connections is essential for data preparation before applying machine learning algorithms. Pearson’s correlation method is used to explore the relationship among heart disease attributes. A heatmap depicts Pearson’s correlation coefficients applied to heart disease variables (see Fig. 2).

The heatmap grid showcases associations between cardiovascular disease-related factors and associated coefficients. The matrix presents all attributes horizontally across the top and vertically down the side, offering correlations among feature combinations. The diagonal line’s connection from bottom right to top left indicates perfect correlation between attributes and themselves. Correlation coefficients near zero suggest weak relationships between heart disease attributes, while values of 1 and -1 signify ideal positive and negative correlations, respectively.

![Fig. 2. Correlation in risk attributes through heat map representation.](image)

E. Feature Selection

Feature selection is crucial as irrelevant or redundant attributes can impede classifier performance. To attain a non-invasive subset of risk attributes for precise heart disease prediction, the heart disease dataset (as listed in Table IV) undergoes five distinct Feature Elimination techniques. These techniques assign values to potential risk factors based on their disease prediction accuracy, assigning weights from 0 to 1 to each attribute associated with coronary heart disease. The final weights are determined by individual feature selection techniques, where attributes with mean values close to 1 are considered significant, while those near 0 are less significant.

These heart disease-linked characteristics are presented in descending order of mean values derived from five distinct feature selection strategies in Table V. Attributes with higher weights are more important for predicting early heart disease, while those with lower values are less significant. The model predicting the risk of heart disease development is constructed using the highly weighted significant subset of risk factors.

1) Feature selection techniques: Precise and concise prediction model subsets are identified using feature selection techniques [30]. To obtain the best non-invasive subset of risk factors for heart disease prediction, this research investigates a combination of filter, wrapper, and embedded feature selection methods.

- Extra Tree Classifier: The extra tree classifier, also known as extremely randomized trees, is an ensemble learning technique creating multiple trees without eliminating any existing ones. Decision tree nodes are divided through random splits, enhancing accuracy while significantly reducing the computational load associated with determining optimal cut-points in random forests and standard trees [31].

- Gradient Boosting Classifier: Gradient boosting is employed to address classification and regression challenges. It entails constructing decision trees in a greedy manner to optimize a loss function, adding these trees one at a time to minimize the loss function [32].

- Random Forests: Random forests involve decision tree predictors for regression and classification tasks, using multiple decision trees in a randomly selected training set to counter individual decision tree overfitting [33]. Further explanation of the random forest classifier can be found in the machine learning techniques section.

- Recursive Feature Elimination: Recursive feature elimination (RFE), a greedy optimization technique, builds the feature model until all features are used. Features are then ranked based on their elimination order [34].

- XG Boost Classifier: The XG Boost classifier employs a gradient boosting algorithm with optimized regularization to counter bias and overfitting. Its scalability enables swift learning and efficient memory usage [35].
Fig. 3. Decision tree model working for heart disease prediction.
F. Predictive Analysis

Machine learning tasks capitalize on discovered patterns to learn from the machine learning process. These tasks are typically categorized into predictive and descriptive categories [36]. Predictive tasks focus on predicting the value of a dependent (target) attribute based on independent (exploratory) attributes. Descriptive tasks aim to extract patterns describing underlying relationships within data, often requiring post-processing techniques for validation and explanation due to their exploratory nature [37].

1) Machine learning techniques: Predicting heart condition from different symptoms is a stratified problem that is bound to erroneous assumptions and has impulsive effects. We use various machine learning methods to extract knowledge from the heart disease dataset. The purpose of blending machine learning methods in health care is not to take over specialists or assistants, but to give support to where they struggle [38]. Some of the popular Machine Learning algorithms are shown in Fig. 4 and described below:

- **Decision Tree**: The decision tree is a widely used tool, especially for classification tasks [39]. It is constructed using a top-down, recursive divide-and-conquer approach, following a greedy (nonbacktracking) strategy. This is depicted in Fig. 4. There are various types of decision trees, distinguished by the mathematical model they employ to select the attribute for splitting, thereby forming decision tree rules. The attribute that effectively divides the tuples into distinct classes is chosen based on the Information Gain attribute selection measure. The Information Gain approach aims to maximize the reduction in uncertainty by selecting the splitting attribute with the lowest entropy value. The Information Gain for each attribute is determined using Eq. (1):

\[
\text{Gain} (A) = \text{Info} (D) - \text{Info}_A (D) \tag{1}
\]

Where:
- $\text{Info} (D)$ represents the entropy of the entire dataset.
- $\text{Info}_A (D)$ represents the weighted average of the entropies of subsets obtained by splitting based on attribute $A$. 

The entropy of a set is calculated using Eq. (2):

\[
\text{Info} (D) = \sum p * \log_2(p) \tag{2}
\]

where, $p$ is the proportion of instances belonging to a specific class.

- **K-Nearest Neighbor (KNN)**: K-Nearest Neighbor (KNN) is a fundamental instance-based machine learning technique that operates in a non-parametric manner [40, 49]. It relies on learning by analogy, where a new unclassified record is compared to existing records using a distance metric. The class of the closest existing record is then assigned to the new unclassified record. Fig. 5 provides an example of KNN classification. The optimal value of $k$ (the number of neighbors) is typically determined experimentally. This involves starting with $k = 1$ and gradually increasing $k$ to account for more neighbors. The error rate of the classifier is calculated using a test set. In the KNN algorithm, a new instance is classified based on its proximity to its neighbors, determined by a distance function. Various distance measures such as Euclidean, Manhattan, and Minkowski can be utilized. In this study, due to the nature of the heart disease data, the Euclidean distance measure is used. To prevent attributes with higher values from dominating those with lower values, attribute values are normalized before applying the Euclidean distance measure. The Min-Max normalization technique is employed, which transforms a numerical attribute's value $P$ to a value $P'$ in the range $[0, 1]$. The KNN technique is used in this study for predicting heart disease.

- **Logistic Regression**

- **Support Vector Machine**

- **Random Forest**

- **K-Nearest Neighbors**

![Fig. 4. Machine learning algorithms.](image)

![Fig. 5. K nearest neighbour classification.](image)

![Fig. 6. Linear SVM classifier for two-class representation.](image)
• Support Vector Machine (SVM): Support Vector Machine (SVM) is a supervised machine learning technique used for both classification and regression tasks. SVM works by translating the original training data into a higher-dimensional space through a nonlinear mapping. It seeks to find the best separating hyperplane in this new dimension. Support vectors and margins are utilized by SVM to determine this hyperplane [41]. The linear support vector machine is illustrated in Fig. 6, where red circles denote data points of class x2, and light green circles represent data points of class x1. However, if there is no obvious hyperplane in the original feature space, SVM requires moving to a higher-dimensional view known as kernelizing. The principle behind kernelizing is that the data will be mapped into higher dimensions until a hyperplane can be established to separate it. The choice of the SVM's kernel function, such as polynomial, radial basis, and Gaussian kernel functions, plays a critical role. There are other kernel functions available as well, in addition to the ones mentioned.

• Random Forests: Random Forests are an ensemble learning technique that utilizes a collection of individual decision trees for both classification and regression tasks. They are designed to address the issue of overfitting that can occur with individual decision trees. In random forest classification, the final class of a test object is determined by the majority votes from each decision tree in the forest [42]. Random Forests have significantly extended bagging, a technique that aggregates a large set of decorrelated trees. The process of the random forest algorithm is depicted in Fig. 7, where each tree is grown using a different subset of the original data. In each of the k iterations, approximately one-third of the samples are left out from the new bootstrap training set and are not used in constructing the tree. The class with the highest number of votes from the trees in the forest becomes the final classification for a given sample. The random forest algorithm is applied in this study for diagnosing and predicting heart disease, and Section IV provides further details on the outcomes.

• Naïve Bayes: Naïve Bayes is a classification algorithm that operates based on statistical probabilities and follows the principles of the Bayesian theorem. It is particularly effective when dealing with high-dimensional inputs. The algorithm works under the assumption of "class conditional independence," which means that the attribute values' impact on a specific class is considered unrelated to the outcomes of other attributes. This assumption is referred to as "naïve" because it simplifies calculations [43]. The Naïve Bayes classifier can handle both continuous and categorical variables, and it can accommodate any number of independent variables. By assuming that the probabilities are independent of each other, Naïve Bayes simplifies probability calculations, leading to a fast and efficient method. In this study, the Naïve Bayes algorithm is employed using the non-invasive risk attributes to predict and diagnose heart disease at its early stages. Section IV provides a detailed discussion of the Naïve Bayes model's predictions for heart disease.

2) Model evaluation techniques: Model evaluation is a critical aspect of practical machine learning development. In order to interpret patterns from the provided dataset, systematic methods are required to assess the effectiveness of machine learning techniques and to compare them, helping to decide which method to use for a given problem. The performance of algorithms in classification problems can be evaluated using various metrics, including the confusion matrix, cross-validation, error rate, sensitivity, specificity, accuracy, and precision. These evaluation metrics are discussed below [44]:

a) Confusion Matrix: The confusion matrix is a fundamental tool for assessing performance in classification problems. It is particularly useful for understanding the types of classification errors that can occur in two-class classification scenarios. The confusion matrix provides insight into how well the model's predictions align with the actual outcomes. In a two-class confusion matrix, as shown in the Table III below, various classifications are categorized based on their correctness or incorrectness:

- True Positives (TP): Instances that are correctly classified as positive.
- False Negatives (FN): Instances that are actually positive but are incorrectly classified as negative.
- False Positives (FP): Instances that are actually negative but are incorrectly classified as positive.
- True Negatives (TN): Instances that are correctly classified as negative.
The confusion matrix allows for a deeper understanding of the model's performance and the types of errors it makes, such as Type I and Type II errors.

**TABLE III. CONFUSION MATRIX FOR BINARY CLASSIFICATION**

<table>
<thead>
<tr>
<th>Actual Values</th>
<th>Predicted Values</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Positive</td>
</tr>
<tr>
<td>Positive</td>
<td>True Positive (TP)</td>
</tr>
<tr>
<td>Negative</td>
<td>False Positive (FP)</td>
</tr>
</tbody>
</table>

- Error Rate (Misclassification Rate): The error rate, also known as the misclassification rate, is a measure that quantifies the proportion of misclassified instances in a classification model. It's a combination of both training errors and generalization errors.

- \textbf{Training Errors}: These are the mistakes made by the model when classifying instances within the training dataset.

- \textbf{Generalization Errors}: These are the expected mistakes that the model will make when classifying instances that it hasn't seen before, i.e., on unseen data.

The goal of a good classification model is to have both low training and generalization errors. This indicates that the model has learned the underlying patterns in the data without overfitting to the training data.

The error rate can be calculated using the formula in Eq. (3):

\[
\text{Error Rate} = \frac{(\text{False Positives} + \text{False Negatives})}{(\text{Total Positive} + \text{Total Negative})}
\]  

Where False Positives are instances that are wrongly classified as positive, False Negatives are instances that are wrongly classified as negative, and Total Positive and Total Negative are the total number of positive and negative instances, respectively.

- Cross-Validation: Cross-validation is a technique used to estimate the performance of a machine learning model on unseen data. It involves dividing the dataset into multiple subsets (folds), using some folds for training and others for testing. This process is repeated multiple times with different combinations of training and testing sets. By evaluating the model's performance across different subsets of data, cross-validation provides a more robust estimate of its generalization ability. In a common method called k-fold cross-validation, the dataset is divided into k subsets of approximately equal size. The model is trained on k-1 folds and tested on the remaining fold in each iteration. The results from all iterations are then averaged to provide an overall assessment of the model's performance. Cross-validation helps to mitigate the risk of overfitting and provides a more accurate estimation of how well the model will perform on new, unseen data.

**IV. RESULTS AND DISCUSSION**

In conclusion, the development of a robust risk evaluation model for cardiac disorders involves careful selection and preprocessing of data, integration of diverse information sources, and the utilization of appropriate algorithms. By prioritizing non-invasive risk factors and optimizing data quality, accurate and reliable risk assessment strategies can be implemented.

\textbf{A. Dataset Selection}

For the development of the risk evaluation model, we sourced a dataset from the Kaggle Machine Learning library. This dataset comprises 1025 data points, each characterized by 14 distinct attributes, encompassing 13 predictive features and 1 target class. These attributes encompass various factors such as age, sex, chest pain, high blood pressure, cholesterol levels, fasting heart rate, ECG readings, and more [5]. In order to comprehensively analyze the risk factors associated with heart disease and to construct a highly accurate model, five different algorithms are employed. The field of cardiac disorder detection encompasses various tests, some of which require invasive procedures and multiple blood tests. To implement more practical risk recognition strategies, a focus on non-invasive risk factors is essential. These factors, such as age, height, weight, and smoking habits, can be easily obtained without the need for complex equipment. While measurements like body weight and blood pressure do require devices, these tools are readily available at home or local pharmacies, eliminating the necessity for hospital-based procedures for data acquisition. Data fields are shown in Table III.

\textbf{B. Data Balancing}

Notably, many medical databases exhibit an imbalanced distribution of positive and negative samples. To enhance the model's reliability, it may be necessary to apply specific data processing techniques to rectify this imbalance [56]. Moreover, real-world data often contains duplicates and missing values, which can distort the analysis. Through careful data preprocessing, including techniques like smoothing, normalization, and grouping, we ensured that the input data was accurate, devoid of noise, and effective for analysis [6].

\textbf{C. Data Transformation}

The process of transforming raw data into a more understandable format involves translation. This translation process is supplemented by steps such as smoothing, normalization, and grouping to ensure that the data is prepared optimally for analysis. Moreover, integration of information from various sources is often required to produce refined and comprehensive datasets.

\textbf{D. Data Preprocessing}

Within the dataset, 526 instances represent individuals with cardiac disease, while 499 instances pertain to individuals without the condition. While it can be challenging to limit the amount of data collected, it's crucial to present the data effectively to derive meaningful insights. In certain cases, specific attributes may hold a high correlation with the target variable. For instance, in analysis, the fasting blood sugar attribute displayed significant correlation, leading to eliminating the corresponding column to enhance the model's
accuracy. Table V lists out the ranking of different attributes as per the importance of attributes.

1) Splitting data into test train set: Following data preprocessing, the dataset is organized into training and validation subsets into 80:20 ratio. The performance of different algorithms is then assessed to ascertain their predictive capabilities [7]. The process of data preparation, including feature selection and data uniformity, can significantly enhance the dataset's utility and subsequently improve the accuracy of the model.

**TABLE IV. THE HEART DISEASE DATASET ATTRIBUTES**

<table>
<thead>
<tr>
<th>Variable Name</th>
<th>Role</th>
<th>Type</th>
<th>Units</th>
<th>Missing Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Systolic BP</td>
<td>Feature</td>
<td>Integer</td>
<td>mm Hg</td>
<td>no</td>
</tr>
<tr>
<td>Diastolic BP</td>
<td>Feature</td>
<td>Integer</td>
<td>mm Hg</td>
<td>no</td>
</tr>
<tr>
<td>BMI</td>
<td>Feature</td>
<td>Integer</td>
<td>Number</td>
<td>no</td>
</tr>
<tr>
<td>Age</td>
<td>Feature</td>
<td>Integer</td>
<td>Years</td>
<td>no</td>
</tr>
<tr>
<td>Healthy Diet</td>
<td>Feature</td>
<td>Categorical</td>
<td>No Unit</td>
<td>no</td>
</tr>
<tr>
<td>Hereditary</td>
<td>Feature</td>
<td>Categorical</td>
<td>No Unit</td>
<td>no</td>
</tr>
<tr>
<td>Smoking</td>
<td>Feature</td>
<td>Categorical</td>
<td>Binary</td>
<td>no</td>
</tr>
<tr>
<td>Physical Activity</td>
<td>Feature</td>
<td>Categorical</td>
<td>Binary</td>
<td>no</td>
</tr>
<tr>
<td>Socio-Economic Level</td>
<td>Feature</td>
<td>Categorical</td>
<td>No unit</td>
<td>no</td>
</tr>
<tr>
<td>Sex</td>
<td>Feature</td>
<td>Binary</td>
<td>No Unit</td>
<td>no</td>
</tr>
<tr>
<td>Alcohol Consumption</td>
<td>Feature</td>
<td>Categorical</td>
<td>Number</td>
<td>no</td>
</tr>
<tr>
<td>CHD</td>
<td>Target</td>
<td>Integer</td>
<td>No unit</td>
<td>no</td>
</tr>
</tbody>
</table>

**TABLE V. MEAN RANKING OF WEIGHTAGE OF ATTRIBUTES**

<table>
<thead>
<tr>
<th>Sr. No.</th>
<th>Attributes</th>
<th>Mean ranking of attributes</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Systolic BP</td>
<td>0.82</td>
</tr>
<tr>
<td>2</td>
<td>Diastolic BP</td>
<td>0.80</td>
</tr>
<tr>
<td>3</td>
<td>BMI</td>
<td>0.78</td>
</tr>
<tr>
<td>4</td>
<td>Age</td>
<td>0.76</td>
</tr>
<tr>
<td>5</td>
<td>Healthy Diet</td>
<td>0.54</td>
</tr>
<tr>
<td>6</td>
<td>Hereditary</td>
<td>0.42</td>
</tr>
<tr>
<td>7</td>
<td>Smoking</td>
<td>0.28</td>
</tr>
<tr>
<td>8</td>
<td>Physical Activity</td>
<td>0.24</td>
</tr>
<tr>
<td>9</td>
<td>Socio-Economic Level</td>
<td>0.16</td>
</tr>
<tr>
<td>10</td>
<td>Sex</td>
<td>0.14</td>
</tr>
<tr>
<td>11</td>
<td>Alcohol Consumption</td>
<td>0.12</td>
</tr>
</tbody>
</table>

E. Experimental Results of the Proposed Machine Learning Techniques

The existing models employed for assessing the risk of heart disease have demonstrated inherent flaws that undermine their effectiveness. These models often yield inconsistent results when applied to diverse datasets, thereby compromising their reliability. In this study, the focus is on leveraging machine learning techniques, specifically Decision Tree (DTC), K-Nearest Neighbor (KNN), Random Forest (RFC), Support Vector Machine (SVM), and Naive Bayes (NBC), to extract objective and dependable outcomes from the cardiovascular disease dataset. To achieve this, a range of performance metrics relevant to the medical domain, including sensitivity, specificity, accuracy, and precision, are employed to ensure the generation of accurate and reliable results. The following subsections elucidate the experimental findings yielded by various models in the context of disease assessment.

The central aim of this study revolves around predicting the likelihood of an individual developing heart disease. To fulfill this objective, a variety of supervised classification approaches, including Support Vector Machine, Random Forest, K-Nearest Neighbor, and Logistic Regression, are explored. The experimentation encompasses the utilization of diverse computational models, particularly Decision Trees, facilitated by the SkLearn package. The experimental setup utilized a 6th generation Intel Core i3 processor with a 3300H CPU, operating at up to 2.1 GHz, and 4 gigabytes of RAM. A prompt data analysis procedure was employed to swiftly provide a comprehensive accuracy assessment for the adopted methods. The dataset partitioning involved allocating 55% (563 instances) of the data for training purposes and 45% (462 instances) for testing purposes. The subsequent graph depicts the distribution of training and testing activities undertaken during the study:
The table presents the results of different classification algorithms employed to predict heart disease, showcasing their performance metrics. These metrics are vital in assessing the accuracy and effectiveness of each algorithm in identifying individuals at risk of cardiovascular or heart-related ailments.

Logistic Regression (LR) Classifier achieved an accuracy of 85.93%, meaning it correctly predicted the presence or absence of heart disease in individuals 85.93% of the time. Its precision, which measures the accuracy of its positive predictions, stood at 81.68%, indicating that 81.68% of the cases it classified as positive were indeed true positives. With a recall rate of 91.85%, this model identified 91.85% of the actual positive cases. The F1-score, a balance between precision and recall, was 86.47%.

The Support Vector Machine (SVM) Classifier, on the other hand, achieved an accuracy of 85.28%. It exhibited a precision of 81.44%, indicating that 81.44% of its positive predictions were accurate, while its recall rate was 91.88%. The F1-score for this model was 86.35%.

The K-Nearest Neighbor (KNN) Classifier exhibited an accuracy of 79.87%, with a precision rate of 77.86%, suggesting that 77.86% of its positive predictions were correct. It had a recall rate of 85.36%. The F1-score for KNN was 81.44%.

Now, the Decision Tree (DT) Classifier stood out with a remarkable accuracy of 96.75%. Its precision rate was an impressive 97.81%, indicating a high accuracy in positive predictions. The model captured 95.73% of the actual positive cases (recall), resulting in a high F1-score of 96.76%.

Lastly, the Random Forest (RF) Classifier shared the same accuracy as the Decision Tree at 96.75%. It had a precision rate of 95.85% and an outstanding recall rate of 97.88%. The F1-score for Random Forest was 96.85%.

In summary, the Decision Tree and Random Forest classifiers exhibited the highest accuracy and strong F1-scores among the algorithms, signifying their effectiveness in predicting heart disease. These models excelled in both accurately identifying positive cases and capturing a substantial portion of actual positive cases. These results emphasize the potential of these algorithms in aiding the diagnosis and prediction of cardiac conditions with a high degree of accuracy.

While other machine learning algorithms, including Logistic Regression, SVM, K-Nearest Neighbor, and Random Forest, were explored, they were found to be comparatively less effective in predicting instances of cardiac illness. In essence, this research article underscores the combination of the Decision Tree and Random Forest algorithms as the most accurate approach for forecasting heart disease. This amalgamation offers a dependable means of predicting the potential development of cardiovascular or heart-related disorders in the future. While other algorithms were assessed, such as Logistic Regression, SVM, K-Nearest Neighbor, and Random Forest, they were not found to be as potent as the methods discussed in this study for predicting cardiac conditions.

<table>
<thead>
<tr>
<th>Algorithm Used</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F1-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>LR Classifier</td>
<td>85.93</td>
<td>81.68</td>
<td>91.85</td>
<td>86.47</td>
</tr>
<tr>
<td>SVM Classifier</td>
<td>85.28</td>
<td>81.44</td>
<td>91.88</td>
<td>86.35</td>
</tr>
<tr>
<td>KNN Classifier</td>
<td>79.87</td>
<td>77.86</td>
<td>85.36</td>
<td>81.44</td>
</tr>
<tr>
<td>DT Classifier</td>
<td>96.75</td>
<td>97.81</td>
<td>95.73</td>
<td>96.76</td>
</tr>
<tr>
<td>RF Classifier</td>
<td>96.75</td>
<td>95.85</td>
<td>97.88</td>
<td>96.85</td>
</tr>
</tbody>
</table>

Fig. 8 to 10 showcase the division of the test dataset and the train dataset’s performance, indicating that optimal performance was achieved within the 60%–80% split range. Several options were experimented to find out the best test train split. The binary label’s confusion matrix for each tested method is depicted in Tables VI to X. While accuracy is a valuable metric, we place greater significance on precision, recall, and the F-1 score, all of which can be found in Table XI. Among the methods tested, K-Nearest Neighbor (KNN) yields the least favorable results, while regression and Support Vector Machine (SVM) methods perform moderately. Notably, Decision Tree and Random Forest methods exhibit the highest accuracy and F-1 score, as evidenced by this dataset. Thus, it can be inferred that Random Forest is a versatile method capable of achieving substantial accuracy with ease.
V. CONCLUSION AND FUTURE WORK

In the pursuit of advancing predictive analytics for cardiovascular diseases, this study meticulously examined various machine learning algorithms, aiming to identify the most effective approach for accurate and early prediction. The results presented in this research, encompassing a thorough analysis of different classifiers, unveil valuable insights into the realm of cardiac health forecasting.

The experiments demonstrated that the optimal performance was achieved within the 60%-80% split range of the test and train dataset. This meticulous evaluation led to the conclusion that precision, recall, and the F-1 score are pivotal metrics, often surpassing the significance of mere accuracy. Among the array of methods explored, K-Nearest Neighbor (KNN) emerged with comparatively less favorable outcomes, while regression and Support Vector Machine (SVM) methods exhibited moderate performance.

However, the spotlight of this research undoubtedly falls upon the Decision Tree (DT) and Random Forest (RF) classifiers. The DT Classifier showcased an exceptional accuracy of 96.75%, coupled with an impressive precision rate of 97.81% and a robust recall rate of 95.73%. This translated into an outstanding F1-score of 96.76%, underlining its proficiency in positive predictions. Equally noteworthy, the RF Classifier mirrored the DT’s accuracy at 96.75% while achieving a remarkable precision rate of 95.85% and an outstanding recall rate of 97.88%, resulting in an exemplary F1-score of 96.85%. These results clearly indicate that the Decision Tree and Random Forest classifiers possess the highest accuracy and robust F1-scores, making them exceptionally effective in forecasting heart disease.

In contrast, Logistic Regression, SVM, K-Nearest Neighbor, and even Random Forest, despite its overall competence, fell short when compared to the superior predictive capabilities of Decision Tree and Random Forest classifiers. This study unequivocally establishes the amalgamation of Decision Tree and Random Forest algorithms as the most potent and dependable approach for predicting instances of cardiac illness. This combination not only accurately identifies positive cases but also captures a substantial portion of the actual positive instances, emphasizing their potential in aiding the diagnosis and prediction of cardiac conditions with an unparalleled degree of accuracy.

A. Research Limitations

However, as with any research endeavor, certain limitations must be acknowledged. The study's predictive approach focuses on a subset of non-invasive attributes, potentially missing out on the broader spectrum of factors that influence heart disease risk. Additionally, while the model's performance is evaluated through metrics, usability testing of the prediction tools remains unexplored, leaving room for understanding user interaction and practical implementation challenges. Moreover, the study's reliance on a specific dataset categorized by a particular ethnic group might restrict the generalizability of the findings to other populations.

B. Future Scope

The research's future trajectory offers opportunities for refinement and expansion. Further investigations could explore the efficiency of other robust machine learning techniques, such as genetic algorithms, neural networks, and hybrid models, to provide a comparative analysis of predictive performance. Expanding the model's scope to include additional non-invasive characteristics like socioeconomic status, depression severity, and ethnicity could enrich its accuracy and applicability. This might illuminate the relative importance of controlled non-invasive factors across various age and gender groups.

Furthermore, embracing diverse real-world datasets featuring multiple population groups and attributes can enhance the model's robustness and generalizability. An exciting future direction lies in the development of a comprehensive and universally applicable risk model. This model could not only predict cardiac disorders but also offer personalized treatment plans, amplifying its utility for medical professionals and patients alike. Through iterative refinement and continuous exploration, machine learning techniques hold the potential to revolutionize the landscape of heart disease prediction and prevention.
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