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Abstract—Evaluating students’ responses and providing feedback in the education system is widely acknowledged. However, while most research on Automated Essay Scoring (AES) has focused on generating a final score for given responses, only a few studies have attempted to generate feedback. These studies often rely on statistical features and fail to capture coherence and content-based features. To address this gap, we proposed a multitask learning system that can capture linguistic, coherence, and content-based features with Bidirectional Encoder Representations from Transformers (BERT) sentence by sentence and generate overall essay and trait scores. Our proposed system outperformed other existing models, achieving Quadratic Weighted Kappa (QWK) scores of 0.766, 0.69, and 0.701 compared to human rater scores. We evaluated our model on the Automated Student Assessment Prize (ASAP) Kaggle and operating system (OS) data set. When compared with other prescribed models proposed to multitask learning system is a promising step towards more effective and comprehensive writing assessment and feedback.
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I. INTRODUCTION

Evaluating student responses and providing feedback can improve the student's learning abilities in the education system. However, while AES has been a research focus in recent years, most studies have concentrated on generating a final score for student responses rather than providing feedback. In a few studies like [6, 13, 14, 15 and 16] systems, they did not attempt to generate feedback. However, these approaches extract statistical features for the final score and trait score generation, which did not fully capture students' responses' coherence and content-based features.

There are two main ways to provide feedback to students on their writing: gaze behavior by Mathias and Bhattacharyya [13, 14] and providing trait scores [6, 17, 14, 16, 25 and 26]. Gaze behavior refers to analyzing the visual behaviors of readers as they read a text, such as eye movement patterns. This methodology offers insights into readability, syntax, and fluency within the writing. However, trait scores evaluate specific writing attributes like organization, word choice, and coherence. These traits furnish more intricate insights into a student's writing than a simple overarching score.

Despite the strides made in deep learning and natural language processing, furnishing feedback on aspects such as organization, word choice, and syntax can benefit student learning more than just presenting a general score. As Woods [23] exemplified, this form of feedback equips students with a deeper comprehension of how to enhance their writing competencies holistically. For instance, feedback on organization assists students in grasping effective structuring techniques for their compositions. In contrast, feedback on word choice can help students select appropriate words to convey their ideas more clearly.

To accurately assess the student’s response and provide comprehensive scoring and feedback, extracting both semantic and linguistic features from the text is essential. Relying solely on statistical features like Term Frequency and Inverse Document Frequency (TF-IDF), a bag of words, and N-gram models may not sufficiently capture the content and coherence of the student's answer. These traditional methods mainly focus on the frequency and distribution of individual words or phrases. In contrast, modern natural language processing (NLP) models such as word2vec [12] and Global vectors for word representation [7] can effectively capture semantic features by representing words in a continuous vector space. However, it is worth noting that these models like [1, 3, 4, and 13] primarily operate at the word level and may encounter difficulties when handling complex or polysynthetic words.

Deep learning models can be employed to address the need for capturing content, coherence, and maintaining the sequence of words. Recurrent Neural Networks (RNNs), particularly models like Long Short-Term Memory (LSTM) or Gated Recurrent Units (GRUs), are commonly used for sequential data processing in NLP. These models like [13, 20, 21, 22 and 24], can analyze text at the sentence or paragraph level, considering the contextual information preceding words provide. Ridley et al. in [18] implemented a system for cross prompt essay scoring with semi supervised learning; furthermore, maintaining an internal state can capture dependencies and semantic relationships between words.

A deep learning model trained on a suitable dataset can be developed in the context of grading and providing feedback on student responses. This model would take the student response as input, process it using an RNN or similar architecture, and generate a final score and trait score. The training data for such a model ideally includes labeled examples of student responses paired with their corresponding scores and traits. This way, the model can learn to recognize patterns and
associations between the input text and the desired output scores.

Overall, combining advanced NLP techniques, deep learning models, and appropriate training data can help extract content and coherence features while maintaining the sequence of words, thereby enabling the generation of accurate scores and feedback on student responses.

A. Contribution

- Our AES system captures sentence-level features from responses, enhancing essay analysis by highlighting key traits and patterns at this granular level. These features provide valuable insights into essay quality and structure.

- Employing LSTM, a type of recurrent neural network, we assign scores to essays. LSTM’s strength in capturing context and relationships among sentences makes it ideal for modeling and analyzing essays.

- Our AES system produces three scores - overall, organization, and word choice. This trio offers a multifaceted evaluation of essays, assessing different writing aspects like coherence, logical flow, and vocabulary sophistication. Additionally, we compare our model against established approaches to demonstrate its superiority.

- We test it on two datasets, a public dataset and a domain-specific dataset. Testing on different datasets helps evaluate the generalizability of our model across different domains or essay topics. It demonstrates the versatility and adaptability of our AES system.

Organization: The remainder of the paper is organized as follows: Section II illustrates related works on various evaluation systems and challenges. Section III discusses the proposed model and the data set used for our models. Section IV discusses the results and analysis of our model on various factors and test cases. Finally, Section V discusses the conclusion and future work.

II. RELATED WORK

Automated Essay Scoring (AES) has primarily focused on generating a final score for student responses rather than providing detailed feedback. This emphasis on scoring is often driven by the need for standardized assessment, where the primary goal is to assign a numerical score that reflects the quality of the essay. So many researchers worked on the final score generation for the given response. Various systems, such as those developed by [4, 5, 9, and 10] as well as [11] have adopted distinct approaches. These approaches involve combining different elements, such as statistical features and word-level attributes, and training machine learning or neural network models. However, a noteworthy aspect is that these methodologies need to effectively encapsulate the entirety of the content within the essays into their respective vectors.

Generating feedback is more challenging because it requires understanding the student’s response’s content, structure, and coherence. While some AES systems [2, 8, 16 and 23] provide generic feedback based on predefined patterns or rules, the quality and specificity of this feedback may be limited.

However, there has been increasing interest in developing AES systems that go beyond scoring and provide more meaningful feedback to students. With advancements in natural language processing and deep learning, researchers are exploring approaches to extract fine-grained linguistic and semantic features from essays, which can be used to provide personalized feedback.

Ridley et al. in [17, 18] introduced a method that utilizes a trait-attention mechanism and a multi-task architecture to predict student essays’ overall and individual trait scores. They conducted extensive experiments on the ASAP dataset, specifically prompt-2, to demonstrate the effectiveness of their approach for prompt-specific trait scoring and cross-prompt AES methods. To optimize model performance, researchers integrated syntactical elements by applying POS embedding. They employed LSTM models for generating comprehensive scores encompassing overall performance and specific traits. Additionally, Mathias and Bhattacharyya in [15] proposed a neural network model targeting word-level semantic features, enhancing the granularity of assessment. The common thread in these approaches is using Long Short-Term Memory (LSTM) models to predict multiple trait scores, enabling intricate essay evaluation. This technique captures nuanced semantic information at the word level, shedding light on the multifaceted traits manifested within the essays.

Hussein et al. in [6] focused on the ASAP dataset, employing LSTM to generate trait scores. Their model was tailored explicitly, capturing relevant patterns and features for accurate score prediction.

Woods et al. in [23] employed standard logistic regression to derive trait scores, providing a comprehensive assessment avenue. Although simpler than LSTM, logistic regression still yields valuable predictions and insights into trait scores.

Ohta et al. in [16] introduced a versatile model generating various scores, spanning overall evaluation, organizational development, and language proficiency. Their approach likely amalgamates techniques, potentially encompassing deep learning models such as LSTM, to predict and appraise different essay facets holistically.

These studies underscore diverse techniques and methodologies for forecasting trait scores in student essays. Each approach contributes unique insights, leveraging attention mechanisms, multi-task architectures, syntactical and statistical attributes, and the power of LSTM and logistic regression models for robust evaluation. In addition, these diverse methods contribute to the field by providing various options for assessing and providing feedback on different aspects of essay writing.

III. METHODOLOGY

We proposed that the AES system incorporates sentence-based text embeddings and LSTM to capture essay coherence and content. This model is implemented on top of [19] it generates multiple scores, including overall, organization, and word choice scores, providing a comprehensive evaluation.
Using both standard and domain-specific datasets strengthens the credibility and generalizability of our system. In addition, robustness testing ensures its resilience in handling adversarial responses. The architecture diagram Fig. 1 visually represents the system’s components and integration, facilitating replication and implementation.

Fig. 1. Architecture of content based essay scoring system with LSTM.

A. Data Set

In the context of our AES systems, we used the ASAP Kaggle dataset. This dataset comprises 12,978 essays written by students in grades 8 to 10. The essays were generated in response to eight different prompts provided to the students. Every prompt comprises a collection of 1500 or more essays, all of which have been evaluated by two individual raters. Prompts 3, 4, 5, and 6 pertain to essays that rely on specific sources for their content, whereas the remaining prompts fall under the “others” category.

For our trait-based essay scoring approach, we specifically focused on Prompt 2 during our study. This allowed us to analyze and evaluate the essays based on specific traits and criteria relevant to that prompt. Table I and Table II exemplifies a detailed description of the essay dataset, including the number of essays, prompts, and raters involved.

### Table I. Automated Student Assessment Prize (ASAP) Data Set for Essay Scoring

<table>
<thead>
<tr>
<th>Prompt</th>
<th>Prompt wise total number of essays</th>
<th>Average number of words in an essay</th>
<th>Score range (min-max)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1783</td>
<td>350</td>
<td>2-12</td>
</tr>
<tr>
<td>2</td>
<td>1800</td>
<td>350</td>
<td>1-6</td>
</tr>
<tr>
<td>3</td>
<td>1726</td>
<td>150</td>
<td>0-3</td>
</tr>
<tr>
<td>4</td>
<td>1772</td>
<td>150</td>
<td>0-3</td>
</tr>
<tr>
<td>5</td>
<td>1805</td>
<td>150</td>
<td>0-4</td>
</tr>
<tr>
<td>6</td>
<td>1800</td>
<td>150</td>
<td>0-4</td>
</tr>
<tr>
<td>7</td>
<td>1569</td>
<td>250</td>
<td>0-30</td>
</tr>
<tr>
<td>8</td>
<td>723</td>
<td>650</td>
<td>0-60</td>
</tr>
</tbody>
</table>

In order to evaluate the performance of AES systems on domain-specific essays in the field of operating systems (OS), we created a custom dataset in addition to the ASAP dataset. This dataset was purposely crafted to address the field of operating systems. We formulated five fundamental inquiries concerning operating systems and then distributed these inquiries as assignments to students across various engineering colleges.

Upon gathering the responses, we meticulously eliminated duplicated or repeated submissions, culminating in a dataset comprising 2390 unique responses from 626 students. To ensure the dataset's dependability and excellence, we engaged in the expertise of two subject matter specialists. These professionals evaluated each essay, assigning scores for overall impression, organization, and word choice. This approach provided thorough and detailed evaluations of the students' written reactions.

By incorporating this tailor-made dataset, we intend to streamline the assessment of AES systems in their proficiency and accuracy when evaluating essays that specifically revolve around the operating systems realm. Furthermore, this dataset is a valuable asset for honing and optimizing AES systems within this domain.

The agreement between the two human raters was assessed using the QWK score. The computed QWK scores for the overall impression, organization, and word choice were 0.842, 0.879, and 0.912, respectively. These scores indicate a substantial agreement between the raters.

Table II illustrates a detailed description of the OS dataset, presenting information about the number of responses, students, and expert evaluators involved. Fig. 2 illustrates the agreement between the two raters, further illustrating the consistency in their evaluations.
Fig. 2. Agreement between rater-1 and rater-2 (organization score for OS dataset).

B. Sentence Embedding

Converting text into vectors that effectively capture context and semantics is a complex task in natural language processing (NLP). Conventional embedding methods such as word2vec and GloVe primarily concentrate on converting text into word vectors. However, these methods come with certain constraints. They must thoroughly account for the words around a particular word and how their meanings change in different contexts. Furthermore, these techniques encounter difficulties when dealing with words with multiple meanings (polysemous words), which can result in a lack of accuracy in capturing the intended sense of the word.

Furthermore, approaches such as averaging word vectors to derive sentence vectors cannot capture the nuanced information in the original sentence. This oversimplification needs to be revised to include the intricate relationships and interactions between words, leading to a loss of important contextual details.

To address these challenges, more advanced techniques in NLP are being developed. These techniques aim to overcome the limitations of traditional methods by capturing a richer representation of text that incorporates both context and semantics more comprehensively. Our model utilizes Sentence BERT, a sentence embedding technique, to address these limitations. Sentence BERT introduces a dynamic approach to converting essays into vectors, considering the contextual and semantic aspects of individual sentences. Unlike traditional embedding techniques, Sentence BERT's vector representation captures a more comprehensive understanding of the original text.

The process begins by removing special symbols like "@" and "#" from the essays and tokenizing them into sentences. The ASAP and OS datasets have specific limitations on the maximum number of sentences per essay. The maximum number of sentences per essay for the ASAP dataset is 96, while for the OS dataset, it is 23.

To obtain sentence embeddings using a pre-trained transformer model, such as Sentence BERT, each sentence is transformed into a 128-dimensional vector representation. As a result, for an essay from the ASAP dataset, there will be 96 * 128-dimensional vectors, considering the maximum number of sentences. Similarly, for an essay from the OS dataset, there will be 23 * 128-dimensional vectors based on the respective maximum number of sentences.

Finally, to ensure consistent dimensions, all essays are padded to have 96 * 128-dimensional vectors for the ASAP dataset and 23 * 128-dimensional vectors for the OS dataset. The maximum number of sentences in each dataset determines the padding size.

C. Model

To capture the coherence, cohesion, and linguistic features of the essay, we embedded all the sentences of the essays without removing stop words. So it allows the model to consider the entire text and capture the overall coherence of the essay.

In order to handle the sequence of sentence embeddings, we utilized LSTM (Long Short-Term Memory), a type of recurrent neural network (RNN). LSTM is designed to effectively process sequential information while retaining the memory of previous inputs.

The LSTM architecture incorporates various gates, as depicted in Fig. 3. These gates, including the input gate equation [2], forget gate [1], output gate [3], and context gate [4], collaborate to facilitate the processing and storage of long-term dependencies necessary for feature extraction.

The input gate controls the flow of information into the memory cell, while the forget gate determines which information to discard from the previous cell state. The output gate regulates the output information from the memory cell, and the context gate manages the update of the memory cell content.

\[
    f_t = \sigma(g(w_f x_t + u_f h_{t-1} + b_f)) \\
    i_t = \sigma(g(w_i x_t + u_i h_{t-1} + b_i)) \\
    o_t = \sigma(g(w_o x_t + u_o h_{t-1} + b_o)) \\
    C_t = \tanh(w_c x_t + u_c h_{t-1} + b_c)
\]  

(1) (2) (3) (4)

The processes begin by removing special symbols like "@" and "#" from the essays and tokenizing them into sentences. The ASAP and OS datasets have specific limitations on the maximum number of sentences per essay. The maximum number of sentences per essay for the ASAP dataset is 96, while for the OS dataset, it is 23.

D. Implementation and Training LSTM

In our methodology, we started by turning essays into organized sets of numbers using a technique called Sentence BERT. These sets were then made consistent by adding extra information and aligning them with the largest essay size of 96 by 128. After this, we transformed these sets of numbers into...
another type of organized sets with three dimensions, getting them ready for neural network training.

To construct our LSTM model, we devised a configuration comprising five tiers of LSTM units intricately assembled. Each tier encompassed components that facilitated the absorption of information, dissemination of information, and context management. This structural design proved pivotal in monitoring the interconnections spanning distinct sections of the essays.

To enhance the efficacy of our model, we adopted the RMSprop optimization technique, concentrating on minimizing the mean discrepancy between our forecasts and the actual results. To counteract the risk of our model fixating excessively on idiosyncrasies within the training data, we integrated a mechanism that intermittently deactivated specific model segments during the training phase. Furthermore, we established a predetermined pace for how our model assimilates knowledge from the data. Our model's response to data inputs was governed by a selected mathematical function termed ReLU. Throughout the model training process, we implemented a strategy known as 5-fold cross-validation. This divided our sets of essay information into separate groups for training, testing, and validating, with a specific ratio assigned to each for both the ASAP and OS datasets.

We trained our model for different amount of time (10, 15, 20, and 35 times), trying to find the best settings, and then we checked how well it performed. We used a QWK measure to see how close the model's ratings were to human ratings, an essential standard for automated essay scoring.

For each round of cross-validation, we calculated the QWK score. Finally, we chose the model that worked the best on the training data to make predictions on the test data. A graph (see Fig. 5) showed how the model learned and did on new data where batch size 24, demonstrating that it learned well without getting too stuck on the training details.

We applied the same hyperparameters and cross-validation technique to ensure consistency in our experimentation and evaluation process between the ASAP and OS datasets. This allows for a fair comparison and assessment of our model's performance on different essay datasets.

**IV. RESULT AND DISCUSSIONS**

We conducted experiments using the ASAP and OS datasets to develop trait-based AES (Automated Essay Scoring) systems. Our proposed model exhibited the best results on both datasets. Furthermore, we approached the training of our model on a prompt-by-prompt basis and subsequently computed the corresponding training and validation losses. This process is visualized in Fig. 4 and Fig. 5. The figure illustrates the learning process for batch size 32, which is getting overfitted after some iteration. But from Fig. 5, when we used a batch size of 16, the training and validation losses consistently decreased and overlapped each other.

We achieved superior results when comparing our proposed models to other baseline models, specifically on prompt-2 of the ASAP dataset. We used the average QWK (Quadratic Weighted Kappa) score for each trait. As shown in Table III, our sentence embedding-LSTM model outperformed other models and demonstrated consistency with human rater scores. However, the integrated and word embedding models could have effectively captured sentence coherence. It is worth noting that while neural networks tend to achieve high QWK scores, they may not fully capture the text's coherence. The models implemented with word embeddings required maintaining word order, which could impact coherence. Additionally, word embedding models may struggle with polysemous words, potentially leading to a lack of coherence in the text.

Our proposed model performed well on the Domain-specific data set, specifically regarding the final, organization, and word choice scores. This indicates that our model is robust and consistently delivers good results.

Table IV compares our proposed model and other approaches on the Domain-specific data set, demonstrating the superiority of our model across multiple scoring criteria. In addition, the consistent performance of our model suggests its reliability and effectiveness in evaluating essays within the specific domain. Fig. 6 illustrates the comparison of the actual score and predicted scores of our models. From this, we can observe that both colors are overlapped maximum, which indicates that our model predicted the correct scores for test data.
We introduced a novel approach for an AES system focusing on trait-based assessment. To capture the coherence patterns between sentences in an essay, the model employed a preprocessing step where each sentence was embedded individually. This sequence-to-sequence approach allows the model to capture the overall coherence and flow of ideas within the essay. The embedded sentences were then fed into a recurrent neural network, specifically an LSTM, for training.

In our study, we compared our Sentence Embedding-LSTM model with baseline models commonly used in AES. The results showed that our proposed model performed well and outperformed the other baseline models in terms of its ability to capture coherence. So, our approach successfully addressed the challenge of maintaining coherence in the generated essays.

Leveraging sentence embedding and training on recurrent neural networks model demonstrated its effectiveness in capturing the overall organization and coherence of the essays. However, our approach has the potential to provide more reliable and accurate automated scoring while preserving the coherence of the generated texts.

In the future, we will implement a system to provide all traits like grammar and sentence organization and provide the students Qualitative feedback in text format. And we also improve model performance.
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**TABLE III. NEURAL NETWORK MODEL HYPER PARAMETERS AND TRAINED VALUES**

<table>
<thead>
<tr>
<th>Layer</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Embedding</td>
<td>Sentence Embedding (BERT)</td>
<td>128 size vectors for each sentence</td>
</tr>
<tr>
<td>Input and output</td>
<td>Input size output</td>
<td>(1,96,128), (1, 23,128) 1-3</td>
</tr>
<tr>
<td>LSTM layers</td>
<td>No of layers</td>
<td>5</td>
</tr>
<tr>
<td>LSTM Units</td>
<td>LSTM Units</td>
<td>300</td>
</tr>
<tr>
<td>Hidden</td>
<td>Hidden units</td>
<td>200,100</td>
</tr>
<tr>
<td>Drop out</td>
<td>Dropout rate</td>
<td>0.4 0.5</td>
</tr>
<tr>
<td></td>
<td>Recurrent Dropout</td>
<td>0.4 0.5</td>
</tr>
<tr>
<td>Others</td>
<td>Epochs</td>
<td>35 32</td>
</tr>
<tr>
<td></td>
<td>Batch size</td>
<td>0.001</td>
</tr>
<tr>
<td></td>
<td>Learning Rate</td>
<td>Adam</td>
</tr>
<tr>
<td></td>
<td>Optimizer</td>
<td>Adam</td>
</tr>
</tbody>
</table>

**TABLE IV. COMPARISONS OF RESULTS ON ASAP DATA SET PROMPT-2(QWK SCORE) WITH PRESCRIBED MODELS**

<table>
<thead>
<tr>
<th>System</th>
<th>Overall score</th>
<th>Organization</th>
<th>Word choice</th>
<th>ASAP dataset</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>[17]</td>
<td>0.453</td>
<td>0.243</td>
<td>0.416</td>
<td>All prompts</td>
<td>Word embedding model</td>
</tr>
<tr>
<td>[14]</td>
<td>0.563</td>
<td>0.551</td>
<td>0.531</td>
<td>Prompt-2</td>
<td>Word embedding model</td>
</tr>
<tr>
<td>[6]</td>
<td>0.402</td>
<td>0.256</td>
<td>0.402</td>
<td>All prompts</td>
<td>Word embedding model</td>
</tr>
<tr>
<td>[1]</td>
<td>0.600</td>
<td>0.570</td>
<td>0.583</td>
<td>Prompt-2</td>
<td>Sentence embedding model</td>
</tr>
<tr>
<td>[4]</td>
<td>0.617</td>
<td>0.623</td>
<td>0.630</td>
<td>Prompt-2</td>
<td>Sentence embedding model</td>
</tr>
<tr>
<td>Sent-LSTM model</td>
<td>0.691</td>
<td>0.677</td>
<td>0.679</td>
<td>Prompt-2</td>
<td>Sentence embedding model</td>
</tr>
<tr>
<td>Sent-LSTM model</td>
<td>0.672</td>
<td>0.66</td>
<td>0.673</td>
<td>OS-data set</td>
<td>Sentence embedding model</td>
</tr>
</tbody>
</table>

**Fig. 6. Comparisons of actual and predicted score of sent-LSTM, top row batch size are 16, and bottom row batch size is 32.**


