Abstract—In this research work, we have presented a machine learning strategy for Bengali speech emotion categorization with a focus on Mel-frequency cepstral coefficients (MFCC) as features. The commonly utilized method of MFCC in speech processing has proved effective in obtaining crucial phoneme-specific data. This paper analyzes the efficacy of four machine learning algorithms: Random Forest, XGBoost, CatBoost, and Gradient Boosting, and tackles the paucity of research on emotion categorization in non-English languages, particularly Bengali. With CatBoost obtaining the greatest accuracy of 82.85%, Gradient Boosting coming in second with 81.19%, XGBoost coming in third with 80.03%, and Random Forest coming in fourth with 80.01%, experimental evaluation shows encouraging outcomes. MFCC features improve classification precision and offer insightful information on the distinctive qualities of emotions expressed in Bengali speech. By demonstrating how well MFCC characteristics can identify emotions in Bengali speech, this study advances the field of emotion classification. Future research can investigate more sophisticated feature extraction methods, look into how temporal dynamics are incorporated into emotion classification models, and investigate practical uses for emotion detection systems in Bengali speech. This study advances our knowledge of emotion classification in Bengali speech by utilizing MFCC and machine learning techniques. Our work addresses the need for thorough and efficient techniques to recognize and classify emotions in speech signals in the context of emotion categorization. Understanding emotions is essential for many applications, as they are a basic component of human communication. By investigating cutting-edge strategies that show promise for enhancing the precision and effectiveness of emotion recognition, this study advances the field of emotion classification.
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I. INTRODUCTION

Emotions significantly impact people's attitudes and decision-making processes in various everyday activities, making them a crucial aspect of communication among individuals. Emotional understanding promotes mutual understanding and contributes to a fulfilling social life [1]. In today's technologically advanced world, where voice commands and manual instructions are exchanged between humans and machines, the ability of artificial intelligence or machine learning to identify and assess someone's emotional state from their voice has emerged as a pressing challenge [2][3]. There is little study on emotion classification in non-English languages like Bengali, which presents particular difficulties for speech analysis. Systems currently in use frequently struggle with linguistic diversity and cultural subtleties. In order to solve these problems, our research advances the area by introducing a machine learning technique that improves the accuracy of emotion recognition. Our objective is to enhance emotional intelligence and human-machine communication, especially in underrepresented languages.

The contributions of this paper are twofold. Firstly, we provide a comprehensive investigation into the application of machine learning algorithms for emotion classification in Bengali speech, which is a relatively unexplored area of research. This study addresses the need for emotion recognition systems tailored to Bengali, which can enhance communication and human-machine interactions within Bengali-speaking populations. Secondly, we offer insights into the performance of Random Forest, XGBoost, CatBoost, and Gradient Boosting models in the context of emotion classification in Bengali speech. By comparing and evaluating the results of these models, we aim to identify the most effective approach for accurate emotion recognition.

Overall, our research aims to contribute to the advancement of speech emotion recognition, specifically in the Bengali language, and pave the way for improved human-machine interactions, affective computing applications, and speech therapy within Bengali-speaking communities.

This paper is organized logically and cogently. It starts with an introduction that sets the scene by supplying the backdrop and rationale for the research, outlining the goals of the study in detail, and highlighting its importance. The literature review section that follows conducts a detailed examination of earlier work on speech emotion identification, discusses several methods for categorizing emotions, and identifies the research gap in Bengali speech emotion categorization. The basis for the following sections is laid by this. Details regarding the Bengali speech dataset used in the study are provided in the dataset and data collecting section.
along with information on the methods used for data collection and participant selection, as well as the preprocessing procedures performed on the speech data. The feature extraction section emphasizes the importance of Mel-frequency cepstral coefficients (MFCC) features in the categorization of emotions by emphasizing their extraction from the preprocessed speech data. In the section on machine learning algorithms, the algorithms Random Forest, XGBoost, CatBoost, and Gradient Boosting are introduced and discussed, along with details on their implementation and parameter settings. The experimental setup, evaluation measures, and results of the implemented algorithms are examined in the experimental evaluation section. The discussion part concludes by interpreting the results, outlining any ramifications, and addressing any study limitations.

The motivation section underlines the importance of emotions in human communication and draws attention to the dearth of research on emotion classification in non-English languages, particularly Bengali. The Speech Emotion Recognition (SER) methodology—which includes data collection, preprocessing, feature extraction, model selection, training, evaluation, optimization, and deployment—is the primary topic of discussion in Section IV. With the goal of accurately detecting emotions, enhancing human-machine interactions, and enhancing emotional comprehension, the project focuses on creating a machine learning technique for Bengali speech emotion categorization.

In Section V, we go over the steps involved in classifying emotions in Bengali speech. These include gathering data, analyzing dataset properties, extracting features using MFCC, and applying machine learning algorithms (Random Forest, XGBoost, CatBoost, and Gradient Boosting) to the classification process. The diversity of the dataset, the value of MFCC in capturing emotional information, and the prowess of each classification method in handling complex patterns are all emphasized in this section.

II. MOTIVATION

The need to address the dearth of studies concentrating on non-English languages, notably Bengali, in the field of emotion classification led to the research on "A Machine Learning Approach for Emotion Classification in Bengali Speech". Despite the importance of emotions in human communication, the majority of study so far has focused on English or other commonly used languages. This investigation into the categorization of emotions in Bengali speech tries to close this gap.

The major goal is to create a machine learning model that can recognize emotions in Bengali speech that is accurate and efficient. A useful tool for deciphering and comprehending emotions communicated in Bengali would be provided by such a model. It has applications in areas including sentiment analysis for Bengali-based platforms and services, human-computer interaction, and virtual assistants.

The study also recognizes the diversity of languages and cultures found among Bengali speakers. For effective emotion classification, Bengali's limited linguistic resources, dialectal variances, and pronunciation quirks present special difficulties. In order to create emotion recognition algorithms that are both culturally diverse and contextually pertinent, the project intends to solve these issues.

Studies on the identification of emotions from Bangla speech data are scarce [4],[24]-[27]. 25 MFCCs were suggested by researchers who investigated the optimum number of MFCCs for emotion recognition in speech data in [4]. To categorize user comments on Facebook pages, a deep neural network model based on Gated Recurrent Units was created in [24]. 5126 comments in Bangla were gathered, and these were divided into six categories: incitement, political, religious, hate speech, communal attack, and incitement. The accuracy of the GRU-based model was 70.10%. With an accuracy of 51.33%, a Recurrent Neural Network (RNN) was used in [25] to categorize six emotions in Bangla speech: joy, sadness, anger, surprise, fear, and disgust. [26] used a vocabulary of 500 distinct words using the Gaussian Mixture Model-Hidden Markov Model and Deep Neural Network-Hidden Markov Model to identify emotions in 49 distinct speakers. Using Word Error Rate to gauge model performance, they discovered that the GMM-HMM had 3.96% WER while the DNN-HMM had 5.30% WER. In [27], speech data was subjected to emotion categorization using an ensemble method that used multiple supervised classifiers, with an accuracy rate of 70%. It is clear that the level of accuracy attained by previous studies in audio-based emotion detection and recognition has not been very high.

In conclusion, the research is driven by the need to enhance communication technology, enable applications that can better recognize, interpret, and react to human emotions within the Bengali-speaking community, and advance our understanding of emotions in Bengali speech.

III. RELATED WORK

While there have been extensive research studies conducted in the field of Speech Emotion Recognition (SER) for various languages, particularly English, only limited efforts have been made to establish SER for Bengali (Bangla). In 2018, Rahman et al. introduced a method for Bangla emotion classification using Dynamic Time Warping (DTW) assisted Support Vector Machines (SVM) [5]. The features utilized for classification were the first and second derivatives of Mel-frequency Cepstral Coefficients (MFCC). The proposed system achieved an average accuracy of 86.08% on a small dataset consisting of only 200 words.

N. Kholodna et al. [6] constructed a machine-learning model to automate the detection of emotions from speech, to monitor public emotions. They selected a manually annotated dataset and transformed it into a textual representation using a vectorization technique. Deep learning approaches, including convolutional neural networks (CNNs), recurrent neural networks (RNNs), and perceptron models, were employed to identify emotions from the textual data. The classification accuracy of the resulting model was found to be relatively low, with random forest achieving 77%, regression achieving 74%, and the naive Bayesian classifier achieving 73.5%.

Some researchers work with Bengali speech. That study employs pitch and MFCC variables to identify emotions in...
Bengali speech [7]. The suggested method produced an accuracy rate of 87.50% on a self-created dataset of Bengali emotional speech, with accuracies of 80.00% for joyful, 75.00% for sad, 85.00% for angry, and 75.00% for neutral emotions. For a thorough evaluation of the study, further information is required.

A. Majeed et al. [8], a system was created by the authors to detect emotions from Roman Urdu text. They constructed a comprehensive corpus comprising 18k sentences, sourced from various domains, and annotated it with six different emotion classes. The authors further employed baseline algorithms such as K-Nearest Neighbors (KNN), Decision Tree, Support Vector Machine (SVM), and Random Forest on their corpus. The achieved accuracy rate was 69.4%, with an F-measure of 0.69.

S. Cunningham et al. [9], the authors introduced an Artificial Neural Network (ANN) approach for predicting emotions in the domain of Music Emotion Recognition. A total of 167 voices were analyzed, and 76 features were extracted from the International Affective Digital Sounds Dataset (IADS). To facilitate model training and evaluation, the audio dataset was partitioned into three segments: training (70%), validation (15%), and testing (15%). During the prediction phase, the ANN model achieved accuracy rates of 64.4% for arousal and 65.4% for valence. These results indicated that the shallow neural network outperformed the shallow neural network in terms of performance.

In our study, we were successful in classifying Bengali speech emotions with a high degree of accuracy. We achieved outstanding results by utilizing cutting-edge machine learning methods including Random Forest, XGBoost, CatBoost, and Gradient Boosting. Our top accuracy score was 82.85%. This outstanding performance demonstrates how well our method works at correctly identifying and categorizing emotions in Bengali speech. These findings help Bengali language emotion recognition technology progress and present prospects for real-world applications in numerous fields.

IV. SPEECH EMOTION RECOGNITION

The goal of speech emotion recognition (SER), a crucial field of study, is to automatically identify and categorize the emotions indicated in speech signals. To process and analyze the voice data properly, the system includes a number of crucial steps. In the beginning, a dataset of labeled speech recordings is gathered, capturing emotions displayed in regulated or naturalistic settings. To improve their quality and retrieve pertinent information, the speech signals go through preprocessing procedures such as segmentation and noise removal. The preprocessed signals are used to extract acoustic features such as Mel Frequency Cepstral Coefficients (MFCCs), energy-based features, and prosodic features. These characteristics act as clear illustrations of the emotional content. When deep learning or machine learning models like Support Vector Machines, Convolutional Neural Networks, or Long Short-Term Memory networks are used for classification, model selection is critical. The models are developed using the labeled data, tuned using hyperparameters, and their performance is assessed. In the end, the trained models can be used to predict emotions from speech data that hasn’t been seen, which will help with applications like affective computing, human-computer interaction, and speech therapy. The processes of data collection, preprocessing, feature extraction, model selection, training, assessment, optimization, and deployment are all included in speech-emotion recognition systems. This study aims to investigate a machine learning method for Bengali speech emotion classification. The work seeks to accomplish accurate emotion detection using methods like MFCC-based feature extraction and models like Random Forest, XGBoost, CatBoost, and Gradient Boosting. Understanding and creating efficient speech emotion detection algorithms have the potential to significantly improve human-machine interactions, and emotional comprehension, and facilitate applications in many other fields.

V. THE MATERIALS AND METHOD

To identify the proper emotional state, our suggested system goes through several significant phases, including generating a dataset for Bengali speech, feature extraction, feature classification, and decision-making based on extracted features and classifications. Fig. 1 is the process of emotion classification.

![Fig. 1. Process of emotion classification.](image)

A. Preparing Datasets

1) The technique of collecting the data for Bengali speech’s classification of emotions requires several processes and meticulous planning. A total of 40 sentences were originally composed, and 25 of them were chosen for recording. Following this, these lines were uttered and recorded by people ranging in age from 9 to 48, creating a total of 25 distinct recordings. The clips ranged in length from 2 to 4 seconds, with an average of about 3 seconds, and each recording was converted to the mp3 format.

A Sample of data -

Bangla- তোমার নাম কি?
English – What is your name?
Phonemic- Tomar name ki?

Fig. 2 shows the audio frequency of each emotion.
Our Bengali speech dataset's main sources include unrestrained or natural emotions, performed or driven emotions, and elicited or created emotions [10]. Happy, Sad, Natural, and Angry were the four main emotions that were the focus of the data gathering. 14 speakers, including both male and female speakers, were enlisted to take part in the recording process to capture a wide spectrum of emotions. When compared to comparable datasets like the BanglaSER database, our dataset has a considerable volume [11]. This research produced a sizable dataset of 1400 audio recordings, 350 of which were assigned to each emotion group. Fig. 3 represents the total dataset and accuracy of each algorithm.

<table>
<thead>
<tr>
<th>SL</th>
<th>Name of Algorithm</th>
<th>Number of data</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Random Forest</td>
<td>350</td>
<td>80.01</td>
</tr>
<tr>
<td>2</td>
<td>XGBoost</td>
<td>350</td>
<td>80.03</td>
</tr>
<tr>
<td>3</td>
<td>Gradient Boosting</td>
<td>350</td>
<td>81.19</td>
</tr>
<tr>
<td>4</td>
<td>CatBoost</td>
<td>350</td>
<td>82.85</td>
</tr>
</tbody>
</table>

The data collection method required a lot of time and effort because the participants were not actors but rather members of the general public. In order to capture a realistic depiction of genuine emotional expression, it was essential to guarantee the speaker’s independence. The dataset is important because it is diverse in terms of speakers and emotions. The dataset offers a wide range of vocal qualities and expressions with four female voices and ten male sounds. An 80-20 split was used to ensure the dataset’s usefulness, with 80% of the data (1120 clips) going toward training the models and the other 20% (280 clips) going toward testing and assessment.

B. Extraction of Features

Feature extraction is the process of taking a little amount of information from a speech signal in order to address each speaker separately [12]. Mel-frequency cepstral coefficients (MFCC) are a frequently employed method for feature extraction, which is a vital stage in the analysis and classification of speech data. In order to extract pertinent acoustic features that capture the unique qualities of the audio signals, MFCC is used in the context of emotion categorization in Bengali speech. Parts of human speech production and perception are represented by MFCC. The human auditory system's logarithmic perception of loudness and pitch is depicted by MFCC [13].

MFCC features are based on human hearing perception [14]. The first step in the MFCC feature extraction procedure is to split the recorded speech data into brief frames, which typically last 20–40 milliseconds and have a minimal amount of overlap. The next step is to perform a series of operations on each frame to determine the MFCC coefficients. A full diagram of MFCC is given in Fig. 4.

The average frequency perception capability of humans is over the range of 1KHz [15]. To lessen spectral leakage, the speech signal is first divided into manageable chunks, and a windowing function, such as the Hamming window, is then applied. The signal is then transformed from the time domain to the frequency domain on each segment using the Fast Fourier Transform (FFT).

The resulting frequency spectrum is then altered using a Mel filter bank to simulate the non-linear perception of sound by the human auditory system. The purpose of this filter bank is to simulate how sensitive different frequencies are to the human ear. The magnitude of the spectral components is represented by the logarithm of the energy contained within each Mel filterbank.

The Discrete Cosine Transform (DCT) is used to decorrelate the Mel-frequency coefficients as the last stage in the MFCC feature extraction process. This treatment decreases
dimensionality, compresses the data, and keeps the most important information.

The signal produced by our speech often comprises a large number of criteria that indicate the signs of different emotions. Pitch, energy, format, as well as spectral features including Mel-frequency cepstrum coefficients (MFCC), are recovered in this study. The approach known as MFCC (Mel-frequency cepstral coefficients) is commonly used in speech recognition and voice emotion recognition. It is predicated on the knowledge that speech impulses are not linearly processed by the human auditory system. A non-linear Mel scale filter bank is used, which amplifies the lower frequencies while attenuating the higher ones, to capture the phoneme-specific information included in the lower frequency components of speech.

The short-term power spectrum of a speech frame is represented by the Mel frequency cepstrum in speech processing. It can be found by taking the logarithm of the power spectrum on a Mel frequency scale and performing a linear cosine transform. The formula $m = \frac{2595 \times \log_{10}(f/700+1)}{700}$ converts the normal frequency ($f$) to the Mel frequency ($m$). We are able to convert any frequency to its Mel equivalent using the presented equation. [16].

$$m = \frac{2595 \times \log_{10}(f/700+1)}{700}$$

### C. Classification Method

Four well-known algorithms were used to categorize emotions in Bengali speech using machine learning: Random Forest, XGBoost, CatBoost, and Gradient Boosting. These algorithms were selected because they handled classification jobs well and could identify intricate patterns in the data. Many of the researchers use many algorithms but small work with those algorithms.

1) **Random forest**: An ensemble learning system called Random Forest mixes various decision trees to produce predictions. Each tree in the forest is trained using a portion of the data, and the combined forecasts of all the individual trees are used to make the final prediction. Fig. 5 shows the Random Forest architecture. Double randomness is the random forest's primary attribute [17]. Random Forest is renowned for its resistance to overfitting and capacity for handling large-scale, multidimensional data. In Fig. 7, it shows the confusion matrix of Random Forest.

![Random Forest Architecture](image1)

![Random Forest Architecture](image2)

2) **XGBoost**: It is an ensemble machine-learning technique based on decision trees that makes use of an improved gradient-boosting framework [18]. Due to its outstanding results in numerous machine learning contests, the gradient boosting technique known as XGBoost (Extreme Gradient Boosting) has become increasingly popular. In Fig. 6, Gradient descent is used to incrementally improve an ensemble of poor prediction models, such as decision trees. The capacity of XGBoost to handle intricate relationships and identify non-linear patterns in the data is well known. The major benefit of this algorithm is its regularization technique [19]. Fig. 8 shows the confusion matrix of XGBoost.

![XGBoost Architecture](image3)

3) **CatBoost**: Another gradient boosting method created specifically to handle category features effectively is CatBoost. It combines ordered boosting and gradient-based optimization techniques to obtain high accuracy in classification applications. When working with datasets that combine numerical and categorical variables, CatBoost is especially helpful. By applying the process of encoding, this method is able to handle the many types of data in the form as they emerge. Such a category can be handled without difficulty by Catboost [20]. Fig. 9 shows the confusion matrix of CatBoost.

4) **Gradient boosting**: A broad ensemble learning approach called gradient boosting combines several weak learners to produce a powerful predictive model. It is among the effective models created for making predictions. Three components make up the technique [21]. A decision tree to strengthen weak learners, a differentiable loss function, and an additive model to help choose the best decision tree model [22]. Each decision tree's nodes use a unique subset of characteristics to determine the appropriate split. In this method, each tree is distinct and capable of extracting a distinctive signal from the data points. Additionally, every new tree is built on top of the mistakes made by the prior tree, and all of these procedures are carried out sequentially [23]. In Fig. 10, it shows the confusion matrix of Gradient Boosting.

### VI. RESULT AND DISCUSSION

An experimental study was carried out to gauge how well the machine learning approach performed in classifying emotions in Bengali speech. The dataset used for this assessment was made up of recorded Bengali speech samples from different people, covering a variety of emotions including happy, sad, natural, and angry.
For the emotion categorization challenge, four well-known machine learning algorithms—Random Forest, XGBoost, CatBoost, and Gradient Boosting—were used. Using features taken from the Bengali speech samples, such as Mel-frequency cepstral coefficients (MFCC), each algorithm was trained on the training subset. Following the training phase, the classification models were used to forecast the emotions present in the Bengali speech samples using the testing subset. The accuracy of each algorithm was determined by contrasting the anticipated labels of the test samples with their actual labels.

A. Accuracy
A model’s overall accuracy in foretelling both positive and negative events is measured by accuracy. It is determined by dividing the total number of forecasts by the number of correct guesses. Although accuracy offers a broad evaluation of model performance, it may not be appropriate when classes are unbalanced.

\[
Accuracy = \frac{TP + TN}{TP + FP + TN + FN}
\]

B. Precision
Precision measures a model’s ability to categorize positive cases among all instances that it properly predicted as positive. It is determined by dividing the total number of true positives (positives that were successfully predicted) by the sum of true positives and false positives (positives that were mistakenly forecasted). The model’s precision indicates its capacity to prevent false positives.

\[
Precision = \frac{TP}{TP + FP}
\]

C. Recall
The capacity of a model to properly identify every positive case is measured by the recall. It is determined by dividing the total number of true positives by the total number of false negatives, which are positives that were mistakenly labeled as negatives. Recall shows how well the model can prevent false negatives.

\[
Recall = \frac{TP}{TP + FN}
\]

D. F-1 score
The F1 score is a statistic that combines precision and recall. By using the harmonic mean of precision and recall, it offers a fair evaluation of the model’s performance. The F1 score is calculated as 2 * (precision * recall) / (precision + recall). It has a scale of 0 to 1, with 1 representing the highest attainable score.

\[
F - 1 \text{ Score} = 2 \times \frac{Recall \times Precision}{Recall + Precision}
\]

These findings show how well Bengali speech can be classified according to emotions using machine learning. The most accurate results came from CatBoost, which demonstrated a great capacity to identify underlying patterns and relationships in the data. The ability of Gradient Boosting, XGBoost, and Random Forest to correctly predict emotions in Bengali speech was also demonstrated by their respectable performance.
The experimental evaluation sheds important light on the effectiveness of various algorithms and emphasizes the significance of choosing the right machine-learning methods for Bengali speech emotion categorization. To acquire a deeper knowledge of the models’ performance, additional research and assessment could be conducted to study different evaluation measures, such as precision, recall, and F1 score.

We shall start by outlining the judicial system of our suggested model. We have taken into account the Table I accuracy, precision, recall, and F1 score.

The experimental results showed how each algorithm performed in terms of accuracy. Gradient Boosting, CatBoost, Random Forest, and XGBoost all produced results with accuracy higher than 81.19%, 82.85%, 80.01%, and 80.03% respectively.

Overall, the experimental findings support the effectiveness of the machine learning method for correctly detecting emotions in Bengali speech, advancing emotion identification systems designed for the Bengali language.

VII. CONCLUSION AND FUTURE WORK

In conclusion, this research focused on developing a machine-learning approach for emotion classification in Bengali speech. The experimental evaluation demonstrated the effectiveness of the Random Forest, XGBoost, CatBoost, and Gradient Boosting algorithms in accurately predicting emotions in Bengali speech samples. The achieved accuracy rates ranged from 80% to 83%, with CatBoost exhibiting the highest accuracy. This research contributes to addressing the scarcity of studies on emotion classification in non-English languages, specifically Bengali, and provides valuable insights into the potential of machine learning algorithms for capturing emotions in Bengali speech.

Incorporating sequence modeling techniques, such as recurrent neural networks or transformers, as well as taking into account the temporal dynamics of emotions in a speech could capture the temporal dependencies and boost the precision of emotion classification.

We realize that our study has some limitations. There are a total of seven different emotional categories; initially, we concentrated on the classification of four distinct emotions. Second, while MFCC was the main methodology we used for feature extraction, there are other feature extraction methods like LPC and PLP that can provide different insights and advantages.

In future work, we plan to expand our approach by incorporating a broader range of algorithms for emotion classification. Additionally, we intend to explore additional feature extraction techniques, including LPC and PLP, to enhance the robustness and accuracy of our emotion classification system.
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