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Abstract—In order to improve the accuracy of yield risk 

evaluation, an intelligent evaluation model of yield risk based on 

empirical probability distribution is constructed. The 

dimensionality reduction method of risk factor based on 

principal component analysis is adopted. After adjusting the 

multiple data dimensions of risk factors that affect the rate of 

return to a unified dimension, the cluster-based evaluation index 

screening method is used to build the evaluation index set that 

best reflects the risk of the rate of return; The index weight 

vector equation method based on entropy weight and 

information entropy is used to set the evaluation index weight. 

Through the comprehensive evaluation model based on the 

empirical probability distribution of risk indicators, the 

empirical probability distribution information of risk indicators 

at all levels is analyzed, and the risk level of yield is intelligently 

evaluated. The research structure shows that the model can 

effectively evaluate the level of return risk and provide an 

effective reference for preventing and controlling investment 

return risk. 
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I. INTRODUCTION 

The characteristics of the investment itself, the complexity 
of the market environment and the risk management ability of 
investors will greatly affect the project's return on investment 
[1]–[3]. In order to obtain the highest return, investors should 
evaluate the investment risk of the product in the early stage. 
Because the risk always accompanies the return, and the high 
return must be accompanied by the high risk, so once the risk 
occurs, it may give investors a devastating blow [4], [5] The 
greater the risk of the activity is, the greater the loss of the final 
result if the decision is wrong, and vice versa. Risk cannot be 
completely avoided, but rational choice can minimize risk [6]. 
When conducting risk evaluation, investors should consider the 
source and use of funds. When examining the use of funds, that 
is, the investment of projects, they should also 
comprehensively consider the risks of financing and the overall 
market environment [7]. 

According to the analysis of the existing risk evaluation 
models, Authors used the NPV analysis model and @ risk 
software to assess the economic benefits and risks of China's 
carbon capture, utilization and storage projects in the context of 
carbon neutrality. Although the evaluation effect is effective, it 

is limited by the completeness of software functions. If the 
software is abnormal, whether the evaluation accuracy meets 
the standards remains to be tested [8]. Researchers built a risk 
evaluation model for overseas mining investment based on the 
structural power theory. Firstly, they built an evaluation index 
system of mining investment risk with the safety structure, 
production structure, financial structure and knowledge 
structure as the criterion level; then, the Topsis method and 
grey correlation analysis method were used to build a grey 
correlation risk evaluation model to complete the effective 
evaluation of overseas mining investment risk. However, this 
model does not analyze the problem of data dimension and 
indicator overlap, and the evaluation ability needs to be 
optimized [9]. Authors used the case analysis method to 
identify the investment risk of overseas railway construction 
projects and built a risk index system. Relevant methods 
establish the risk assessment model of overseas railway 
construction project investment. But the evaluation accuracy of 
this model is limited by the training effect of the neural 
network [10]. 

Although the above methods have made some progress, the 
accuracy of rate of return risk evaluation is low, and there are 
problems in evaluating the risk level of rate of return. 
Therefore this study focuses on the intelligent evaluation of 
yield risk. After reducing the dimension of risk factors, the 
clustering algorithm is introduced to cluster risk factors and 
build the optimal yield risk index system. On the basis of 
determining the weight of each index, empirical probability 
distribution theory is introduced to build an intelligent 
evaluation model of yield risk based on empirical probability 
distribution. In this model, the dimension reduction method of 
risk factors based on principal component analysis is adopted. 
After adjusting the data dimensions of various risk factors that 
affect the rate of return to a unified dimension, the evaluation 
index set that best reflects the rate of return risk is constructed 
by the evaluation index screening method based on clustering. 
The index weight vector formulation method based on entropy 
weight and information entropy is used to set the evaluation 
index weight. Through the comprehensive evaluation model 
based on the empirical probability distribution of risk 
indicators, the empirical probability distribution information of 
risk indicators at all levels is analyzed, and the risk level of 
return rate is intelligently evaluated. After the experimental 
test, the conclusions are as follows: (1) After reducing the 
dimension of the data of the influencing factors of yield risk, 
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the data dimension is obviously controlled in a unified range, 
which ensures the regularity of the data; The test results of 
cross-correlation coefficient of yield risk assessment results 
show that the cross-correlation coefficient is 1, and there is a 
significant correlation between the yield risk assessment results 
and the actual yield risk level; Compared with other models, 
the evaluation effect is the best, which can accurately evaluate 

the risk level of return, and the evaluation results are in line 
with the reality. 

II. INTELLIGENT EVALUATION MODEL OF YIELD RISK 

According to the classification of systematic risk and non-
systematic risk, the classification of risk types of return on 
investment is shown in Fig. 1. 

 

Fig. 1. Classification of risk categories of return on investment. 

A. The Dimensionality Reduction Method of Risk Factor 

Based on Principal Component Analysis 

According to the risk types described in Section II, many 
risk factors affect the rate of return. These risk factors are 
highly related to economic data, and the data dimensions are 
inevitably different [11], [12]. If such factors are directly used 
in the rate of return risk evaluation, it will increase the number 
of evaluation tasks. As a statistical analysis method for data 
dimensionality reduction, the principal component analysis 
method can transform multiple dimensions of the rate of return 
risk factors into a unified dimension on the premise of retaining 
most of the original information so as to improve the efficiency 
of data analysis [13], [14]. 

Principal component analysis (PCA) is a statistical analysis 
method with the main method of reducing data dimensions. On 
the premise of losing little original information, it transforms 
multiple influencing factors into several comprehensive factors 
(principal components) by calculating covariance, explains the 
internal structure of multiple influencing factors through a few 
principal components, catches the main contradictions and 
reduces the number of variables, and achieves the purpose of 
data compression and improving the efficiency of analysis 
[15], [16]. The main steps of the dimensionality reduction 
method for risk factors based on principal component analysis 
are as follows: 

1) Standardize the data of yield risk factors. The risk 

factor data of the original yield is standardized to eliminate the 

impact of the yield risk factor data dimension and order of 

magnitude [17]. The standardization equation is: 

   
  

      

  
   (1) 

In the formula, a'ij is the risk factor data of the standardized 
rate of return; aij is the original factor data; βj and Rj are the 
sample mean and standard deviation of the jth yield risk factor; 
i=1,2,3,...,n, j=1,2,3,...,m,  and   are the number of samples and 
the number of factors. 

2) Calculate the correlation coefficient matrix of 

standardized factor data [18]. The correlation coefficient 

matrix   (   )   
 is the   -order symmetric matrix, and 

the correlation coefficient     represents the degree of 

correlation between the   -th factor and the   -th factor. The 

calculation equation of     is: 

    
∑ (      )(      )

 
   

√∑ (      )
  

   
√∑ (      )

  
   

  (2) 

In the formula,     and     are the   standardized data of 

the   -th and   -th risk factors respectively.    is the mean value 
of the second risk factor sample. 
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3) For the characteristic vector    of the yield risk factor, 

∑    
    

    is required, where     represents the   -th 

component of the characteristic vector   ,  - ,  -. 
4) Calculate the variance contribution rate and determine 

the principal component. Variance contribution rate    

represents the proportion of variance of principal component 

   in the total variance, and its calculation equation is: 

   
  

∑   
 
   

       (3) 

Generally, the first   principal components of the 

cumulative contribution rate ∑        
    can contain most 

of the original factor information [21]. 

5) Calculate the principal component load (principal 

component coefficient matrix). The relationship between the 

principal component load value     and the eigenvector    is: 

    
   

√  
      (4) 

6) Determine the dimension of risk evaluation factors of 

return rate [22]. Principal component load value     and 

variance contribution rate    of the principal component 

jointly determine the final dimension of yield rate risk 

assessment factors. Then: 

   
∑ |   |  

 
   

∑ ∑ |   |  
 
   

 
   

  (5) 

In the formula,    is the dimension of the   -th yield risk 

factor. 

B. Cluster-based Evaluation Index Screening Method 

There is usually "coverage" and "overlap" of information 
between evaluation indicators. In order to obtain more accurate 
and objective evaluation results, this paper first determines and 
eliminates the indicators whose information is covered and 
then adjusts the weight of evaluation indicators according to 
the amount of information overlap. 

Determining the evaluation index set usually includes two 
stages: rough selection and simplification of the evaluation 
index. The rough selection indicator set mainly considers the 
comprehensiveness of the evaluation indicators and is 
determined by the experts in the field and the evaluators 
through consultation; the selected indicator set mainly 
considers the representativeness of the evaluation indicators, 
which can be determined by statistical analysis methods such 
as correlation analysis based on the evaluation indicator value. 
There is no relevant quantitative method for the rough selection 
of evaluation indicators. Here, only a few main principles to be 
followed are given: 

1) Purpose principle. To select evaluation indicators, it 

must first clarify the purpose of the evaluation. The evaluation 

indicators concerned vary with different purposes. 

2) The principle of comprehensiveness. This principle 

needs to be followed in the rough selection stage of evaluation 

to ensure that the information contained in the evaluation 

index set reflects the effectiveness of weapons and equipment 

as fully and comprehensively as possible. As a result, there is 

also a phenomenon of coverage and overlap between 

evaluation indicators. 

3) Principle of independence. This is a slightly conflicting 

principle with the principle of comprehensiveness. In the 

process of rough selection of evaluation indicators, it is 

necessary to compromise with the principle of 

comprehensiveness. It is to avoid the coverage and overlap of 

evaluation indicators as much as possible and ensure that 

certain characteristics of weapon equipment effectiveness will 

not be repeatedly reflected in multiple evaluation indicators. 

4) Feasibility principle. The selected evaluation index 

must have a clear meaning, which can not only be understood 

and recognized by most people but also determines the 

evaluation index value based on sufficient and reliable data. 

In this section, in the risk factor set after dimension 
reduction in Section II(A), the "very close" risk indicator 
factors can be determined through cluster analysis. At this 
time, these indicators can be considered to cover each other. 
Here, the distance between the yields risk evaluation indicators 
   and    is given as follows: 

      
∑ .  

   ̄ /.  
   ̄ /

 
   

√0∑ (  
   ̄ ).  

   ̄ /
 
   1

 
  (6) 

In the formula,     represents the distance between 

indicators    and   ;  ̄  ∑   
    

   ,  ̄  ∑   
    

   ; m  

is the number of indicators. 

It is assumed that the risk evaluation index of return rate, 
class   , is obtained by combining class    and class   , and 
the distance between it and class    is defined by the middle 
distance method as follows: 

    √
 

 
   

  
 

 
   

  
 

 
   

       (7) 

where,     represents the distance between the class    
and   ;     represents the distance between classes    and   ; 
    represents the distance between classes    and   ;     
represents the distance between classes    and   . 

If    and    only contain one yield risk evaluation index 
   and   , there are: 

         (8) 

Further, the evaluation index screening method based on 
clustering is as follows: 

1) Set the distance threshold   between the evaluation 

indicators, and treat the yield risk evaluation indicator 

             as   different categories; 

2) Calculate the distance between classes according to Eq. 

(6) to Eq. (8); 

3) Determine whether the minimum distance          

is less than  ; 

4) If yes, merge classes    and    into a new class   , 

and skip to step (2), otherwise execute step (5); 
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5) Output evaluation index class   . 

Assume that    contains the set of yield risk evaluation 
indicators *            +  *            +, and   is the 
number of yield risk evaluation indicators included in   . At 
this point, it can be considered that *            + has basically 
covered each other, and it is further necessary to select the 
most representative yield risk evaluation index from them. 
Since the complex correlation number    reflects the degree of 
correlation between    and other indicators, the larger the value 
is, the higher the degree of coverage between    and other 
indicators is; that is, the more representative   is. The complex 
correlation coefficient between    and other indicators are as 
follows: 

   √
 

   
(∑    

    
   )      (9) 

where,     is the correlation coefficient between indicators. 

Further, the complex correlation coefficient corresponding 

to the representative index    of    is       
     

  . 

After the reduction of yield risk indicators, the set of yield 

risk evaluation indicators obtained is { ̂   ̂       ̂ }  
*            +,   is the number of yield risk evaluation 
indicators after the reduction, and the set of indicators 

{ ̂   ̂       ̂ } is the evaluation indicator system that best 

reflects the yield risk after the reduction. 

C. Index Weight Vector Equation Method based on Entropy 

Weight and Information Entropy 

1) Equation ion of weight vector in index layer 

considering data entropy weight: Entropy weight is an 

indicator to measure the degree of information provided by 

indicator data. By evaluating the degree of variation of data, 

we can measure the impact of the indicator data on the final 

rate of return risk evaluation results [23]. 

Firstly, the following steps are adopted to equation the 
weight vector between indicators within each indicator layer: 

a) Through the expert scoring method, it can get the 

importance matrix  ( )  (   )   
 between the indicators in 

the   -th index layer of { ̂   ̂       ̂ }, where            , 

    is the importance between the   -th index and the   -th 

index. The maximum eigenvalue and eigenvector of  ( ) are 

calculated as shown in Eq. (10). 

 ( )
 

 ̂ 
∑

( ( )  ( ))

  

 ̂ 
 

   
  (10) 

In the formula,  ( )  (            )  is the 
approximate eigenvector of the   -th index layer, which is the 
initial weight. A consistency check is performed on  ( )   , 
and if it is satisfied, it can proceed to the next step; otherwise, 
return to step (1) to re-evaluate  ( ) ,  -. 

b) The information entropy evaluation is carried out for 

the  th index of the   -th index layer in { ̂   ̂       ̂ }. The 

evaluation method is as follows (11): 

 (   )  
 ∑  (     )   (   (     ))

 (   )
   

  ( (   ))
  (11) 

In the formula,  (   ) is the information entropy of the   -
th index in the   -th index layer;  (   ) is the number of factor 
data of the   -th index of the   -th index layer;  (     ) is the 
satisfaction index of the   -th index factor data in the   -th 
index layer. 

c) The improvement of  ( ) taking into account 

information entropy is shown in Eq. (12): 

 ̄( )   ( )   ( )  (12) 

In the formula,  ̄( ) is the weight vector of the   -th index 
layer taking into account the information entropy;  ( ) is the 
information entropy vector of the   -th index layer; It  can 
normalize the above equation: 

 ̄(   )  
 ̄(   )

∑  ̄(   ) 
   

  (13) 

In the formula,  ̄(   ) is the weight of the   -th index in 
the   -th index layer after normalization. 

2) Formulation of weight vector of criterion layer 

considering weight information entropy 

However, the impact of different criteria levels on the final 
rate of return risk evaluation results is different, which cannot 
be reflected by the traditional expert scoring method and needs 
to be improved by using weight information entropy [25]. 

The formulation steps of the weight vector of the criterion 
layer considering the weight information entropy are as 
follows: 

a) Based on the expert scoring method and the feature 

vector method [26], the weight vector between the criteria 

layers is obtained as     , and the specific method is the 

same as the weight vector between the indicators within the 

specified criteria layers. 

b) The entropy weight is reflected in the criterion layer 

as follows: the weight information entropy of different 

evaluation indicators in the criterion layer, and the weight 

information entropy of the   -th criterion layer is calculated as 

shown in Eq. (14): 

  ( )  
 ∑  ̄(   )   (   ̄(   ))

 ( )
   

  ( ( ))
  (14) 

where,   ( ) is the weight information entropy of the   -
th criterion layer;  ( ) is the number of indicators in the   -th 
criterion layer. 

c) The weight vector      between the criteria layers 

is improved by using the weight information entropy, as 

shown in equation (15). 

 ̄( )   ( )   ( )  (15) 

where,  ̄( ) is the improved weight vector of the criterion 
layer. To sum up, the   -th criterion layer can be obtained, and 
the comprehensive weight of the   -th index is shown in Eq.  
(16): 
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 (   )   ̄( )  ( )  (16) 

D. Comprehensive Evaluation Model Based on the Empirical 

Probability Distribution of Risk Indicators 

In order to comprehensively evaluate the return risk of each 
proposed investment project, we adopted an expert scoring 
method based on questionnaire. Considering that the rate of 
return risk index system consists of multiple groups of 
indicators, and each group of indicators contains different 
numbers of factors, a questionnaire scoring table is tailored for 
each project. 

The design of the questionnaire carefully considered 
various risk indicators to ensure that quantitative and 
qualitative data were covered, so that experts could 
comprehensively and accurately assess risks. Specially invited 
20 experts from the industry to participate in the grading. 
These experts have profound academic background and rich 
practical experience in related fields, and their grading has high 
authority and reference value. In the questionnaire, experts 
need to tick the corresponding level according to the data 
collected by the index system and their cognition of the project 
risk level. This process ensures that every expert can score 
according to a unified standard, thus increasing the objectivity 
and accuracy of scoring. 

After this process, 20 answers from different experts will 
be obtained for each project. These answers provide valuable 
data to construct the empirical probability distribution of risk 
indicators. Through statistical analysis, we can understand the 
distribution of various risk indicators and the overall risk 
assessment of the project by experts. In order to ensure the 
validity and reliability of the questionnaire, a strict validity test 
is carried out. The content validity test is used to ensure that 
the questions and options in the questionnaire can fully reflect 
the rate of return risk index system. Secondly, the structural 
validity test is carried out, and the factor structure of the 
questionnaire data is analyzed to ensure that the measured 
results of the questionnaire are consistent with the expected 
risk factor structure. 

1) Calculate the empirical probability distribution of risk 

indicators at each level: 

    (  )  
 

  
 (   )  (17) 

In the formula,     (  ) refers to the probability 

distribution column of the risk indicators at the criterion level 
among the risk indicators at each level;    is the risk level. 
Similarly, there are similar expressions for risk indicators at the 
indicator level, namely: 

    (  )  
 

  
 ̄(   )  (18) 

In the formula,     (  ) represents the probability 

distribution column of the risk indicators at the indicator level 
among the risk indicators at each level. 

Among the risk indicators at all levels, the empirical 
probability distribution of the   -th risk factor of the   -th risk 
indicator at the criterion level is: 

    ( )  ∑     (  )
 
     (19) 

At this time, the total empirical probability distribution of 
risk indicators at the indicator level can be expressed as: 

   ( )  ∑     
 ̄(   )
   ( )   (21) 

In the formula,  ̄(   ) is the comprehensive weight of risk 
indicators at the indicator level. 

2) Based on the empirical probability distribution of risk 

indicators at all levels, the risk level of the rate of return is 

evaluated: 

 ( )  .   (  )    (  )    (  )    (  )    (  )/ (22) 

In the formula,    (  ) is the empirical probability 

distribution column data of indicators in risk level 1. The total 
value of empirical probability distribution is 1. It is mainly 
used to judge the degree of risk level based on the proportion 
of empirical probability distribution of risk indicators in each 
risk level. In the issue of income risk evaluation, the risk level 
is mainly divided into five levels, namely, lower risk, low risk, 
medium risk, high risk and higher risk. 

III. EXPERIMENTAL ANALYSIS 

In order to analyze the use effect of the model in this paper, 
the risk level of the return rate of two enterprises invested by a 
private equity fund is evaluated. A comprehensive data set is 
needed to train and verify the model, and the data set of yield 
risk is selected as the experimental data set, which is collected 
from publicly available financial databases, including historical 
yield data of financial markets such as stocks, bonds and 
futures. Collect GDP growth rate, inflation rate, interest rate, 
etc. from economic databases or official institutions, and 
collect income, profits, assets, etc. from company financial 
reports or public databases. 

Data preprocessing is an important step to build the model. 
Firstly, data cleaning is carried out to remove the repeated, 
abnormal and wrong data points in the data set to ensure the 
accuracy and reliability of the data. Secondly, in order to 
eliminate the influence of dimension and range in feature data, 
feature normalization is carried out, so that different features 
can be compared and calculated fairly. Finally, the missing 
values are filled by interpolation or regression to ensure the 
integrity and continuity of the data. These pretreatment 
measures can improve the efficiency and accuracy of model 
training, and provide a solid data foundation for building an 
intelligent evaluation model of return risk based on empirical 
probability distribution. Table I is the information on yield risk 
indicators constructed by this model. 

Table II shows the setting details of the weight of the yield 
risk evaluation indicators in this model: 

The model in this paper analyzes the investment risk of two 
enterprise projects using the risk evaluation of the rate of 
return. Table III is the empirical probability distribution 
column of risk indicators of Enterprise 1 and Enterprise 2. 
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TABLE I. INFORMATION ON YIELD RISK INDICATORS 

Criterion layer Indicator layer Factor 

Financial risk 

Solvency 

Current ratio 

Quick ratio 

Asset-liability ratio 

Liabilities/EBIT 

Profitability 

Net interest rate of equity 

Profit margin of main business 

Net asset interest rate 

Operational capacity 

Total asset turnover 

Inventory cycle rate 

Accounts receivable turnover rate 

Cash payment ability 

Free cash flow 

Cash flow debt ratio 

Sales cash ratio 

Growth ability 
Sales growth rate 

Profit growth rate in the past two years 

Non-financial risk 

Industry risk 

Political and economic fluctuation risk 

Policy and regulatory risks 

Industry life cycle risk 

Market risk 

Sales risk 

Supply chain risk 

Market competition risk 

Market development risk 

Product risk 

Property right risk 

Product substitution risk 

Technical environmental risk 

Product technical risk 

Product economic risk 

TABLE II. WEIGHT SETTING DETAILS OF YIELD RISK EVALUATION INDICATORS 

Criterion layer Indicator layer Weight Factor Weight 

Financial risk 

Solvency 0.140 

Current ratio 0.273 

Quick ratio 0.296 

Asset-liability ratio 0.176 

Liabilities/EBIT 0.255 

Profitability 0.312 

Net interest rate of equity 0.487 

Profit margin of main business 0.315 

Net asset interest rate 0.198 

Operational capacity 0.179 

Total asset turnover 0.312 

Inventory cycle rate 0.302 

Accounts receivable turnover rate 0.386 

Cash payment ability 0.114 

Free cash flow 0.4 

Cash flow debt ratio 0.302 

Sales cash ratio 0.298 

Growth ability 0.255 
Sales growth rate 0.491 

Profit growth rate in the past two years 0.509 

Non-financial risk 

Industry risk 0.258 

Political and economic fluctuation risk 0.322 

Policy and regulatory risks 0.24 

Industry life cycle risk 0.438 

Market risk 0.271 

Sales risk 0.288 

Supply chain risk 0.227 

Market competition risk 0.251 

Market development risk 0.234 

Product risk 0.471 

Property right risk 0.204 

Product substitution risk 0.194 

Technical environmental risk 0.154 

Product technical risk 0.253 

Product economic risk 0.195 
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TABLE III. THE EMPIRICAL PROBABILITY DISTRIBUTION OF RISK INDICATORS OF TWO ENTERPRISE PROJECTS 

Risk level Item 1 Item 2 

1 0.450 0.173 

2 0.347 0.290 

3 0.151 0.263 

4 0.052 0.143 

5 0.000 0.131 
 

As shown in Table III, the empirical probability distribution 
column value of Project 1 accounts for the largest proportion in 
risk level 1, followed by risk level 2, and 0.00 in risk level 1, 
while the empirical probability distribution column value of 
Project 2 accounts for the largest proportion in risk level 2, 
followed by risk level 3. There are empirical probability 
distribution columns in five risk levels, indicating that the risk 
is greater than Project 1. 

Fig. 2 and Fig. 3 show the details of the data distribution 
dimensions before and after the dimensionality reduction of the 
data of the factors influencing the yield risk. 

As shown in Fig. 2 and Fig. 3, the data dimension of the 
model in this paper is significantly different before the 
dimensionality reduction of the data of the factors influencing 
the yield risk. If such data is directly used in the intelligent risk 
evaluation, it will increase the difficulty. However, after 
reducing the dimension of the data of the factors influencing 
the yield risk in this model, the data dimension is obviously 
controlled in a unified range, ensuring the regularity of the 
data. 

Whether the risk evaluation results are credible when the 
model is used to assess the project yield risk of two enterprises 
is tested, and the cross-correlation coefficient reflects the test 
results. The analysis method of correlation number     is: 

    
   .  

( )
   

( )
/

  
( )

  
( )    (22) 

In the formula,   
( )

 and   
( )

 are the standard deviation 

between the risk level of the   -th and   -th project rate of return 
and the risk level of the actual rate of return. The value of     is 

0, indicating that there is an error in the yield risk evaluation 
result; If the value of     is close to 1, it indicates that there is a 

significant correlation between the yield risk evaluation result 
and the actual yield risk level. Then the cross-correlation 

coefficient of the yield risk evaluation results of the model in 
this paper is shown in Fig. 4. 

As shown in Fig. 4, the cross-correlation coefficient test 
results of the yield risk evaluation results of the model in this 
paper show that the cross-correlation number     is 1, 

indicating that the yield risk evaluation results are significantly 
correlated with the actual yield risk level, and the evaluation 
results are reliable. 

In order to highlight the mining effect of the model in this 
paper, it compares the model in reference [8], model in 
reference [9] and model in reference [10] to determine whether 
the model in this paper has application advantages. Fig. 5 
shows the comparison test results of the four models. 

 
Fig. 2. Before dimensionality reduction of the data of yield risk influencing 

factors. 

 

Fig. 3. After the dimensionality reduction of the data on the influencing factors of yield risk. 
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(a) Project of enterprise 1 

 
(b) Project of enterprise 2 

Fig. 4. The test results of the cross-correlation coefficient of the yield risk evaluation results of this model. 
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               (a) Evaluation results of this model.        (b) Evaluation results of reference [8] model 

          
              (c) Evaluation results of reference [9] model.        (d) Evaluation results of reference [10] model 

Fig. 5. Comparative test results of four models. 

As shown in Fig. 5, after the model in this paper, the model 
in reference [8], the model in reference [9] and the model in 
reference [10] evaluate the same yield risk target, the 
evaluation effect of the model in this paper is the best, which 
can accurately evaluate the yield risk level, and the evaluation 
results are in line with the reality. However, the evaluation 
results of the model in reference [8], the model in reference [9], 
and the model in reference [10]are biased. The reason is that 
the model in this paper can reduce the dimension of risk 
indicators and screen indicators before evaluation so as to 
ensure the rationality of indicators. 

IV. CONCLUSION 

This paper constructs an intelligent evaluation model of 
yield risk based on empirical probability distribution, 
comprehensively analyzes the yield risk from multiple 
perspectives, analyzes it from financial and non-financial 

perspectives, constructs an intelligent evaluation index of yield 
risk, and designs a comprehensive evaluation model based on 
the empirical probability distribution of risk indicators. After 
in-depth performance testing in the experiment, the test 
conclusions are as follows: 

1) After the dimensionality reduction of the data of the 

factors influencing the yield risk in the model of this paper, 

the data dimension is obviously controlled in a unified range, 

ensuring data regularity. 

2) The cross-correlation coefficient test results of the yield 

risk evaluation results of the model in this paper show that the 

correlation number is 1, the yield risk evaluation results have a 

significant correlation with the actual yield risk level, and the 

evaluation results are reliable. 

3) Compared with other models, the model in this paper 

has the best evaluation effect and can accurately evaluate the 
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risk level of the rate of return. The evaluation results are in 

line with reality. 

For the future research work of the intelligent evaluation 
model of return risk based on empirical probability 
distribution, the following are some prospects: 

1) Establish a more accurate model: Future research can 

explore a more accurate model and introduce market 

sentiment and macroeconomic indicators to improve the 

prediction accuracy of the model. 

2) Consider the nonlinear relationship: In fact, there may 

be a nonlinear relationship between stock returns, and future 

research can explore how to consider the nonlinear 

relationship to better describe and predict the return risk. 

3) Consider the change of market conditions: The change 

of market conditions is one of the important factors affecting 

the rate of return. Future research can explore how to adjust 

model parameters according to different market conditions 

and provide corresponding risk assessment. 
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