Enhancing Autism Severity Classification: Integrating LSTM into CNNs for Multisite Meltdown Grading
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Abstract—Autism spectrum disorder (ASD) is a neurodevelopmental condition characterized by deficits in social interaction, verbal and non-verbal communication, and is often associated with cognitive and neurobehavioral challenges. Timely screening and diagnosis of ASD are crucial for early educational planning, treatment, family support, and timely medical intervention. Manual diagnostic methods are time-consuming and labor-intensive, underscoring the need for automated approaches to assist caretakers and parents. While various researchers have employed machine learning and deep learning techniques for ASD diagnosis, existing models often fall short in capturing the complexity of multisite meltdowns and fully leveraging the interdependence among these meltdowns for severity assessment in acquired facial images of children, hindering the development of a comprehensive grading system. This paper introduces a novel approach using a Long Short Term Memory (LSTM) integrated Convolution Neural Network (CNN) designed to identify multisite meltdowns and exploit their interdependence for severity assessment in ASD. The process begins with image pre-processing, involving discrete convolution filters for noise removal and contrast enhancement to improve image quality. The enhanced image then undergoes instance segmentation using the Segment Anything model to identify significant regions in the child’s image. The segmented region is subjected to principal component analysis for feature extraction, and these features are utilized by the LSTM-integrated CNN for meltdown detection and severity classification. The model is trained using children’s images extracted from videos, and testing is performed on videos captured during children’s observations. Performance analysis reveals superior results, with a training accuracy of 88% and validation accuracy of 84%, outperforming conventional methods. This innovative approach not only enhances the efficiency of ASD diagnosis but also provides a more nuanced understanding of multisite meltdowns and their impact on severity, contributing to the development of a robust grading system.
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I. INTRODUCTION

Autism spectrum disorder (ASD) represents a complex neurodevelopmental syndrome characterized by a wide range of challenges in verbal and nonverbal communication skills, as well as behavioral and social interactions [1]. While ASD can manifest at any age, it typically becomes evident around the age of 2 or 3 when children start to withdraw, exhibit distinct behaviors, and present challenges in social engagement. The etiology of this disorder is diverse, and the underlying neurodevelopmental mechanisms are not fully understood [2].

The detection of a high degree of autism severity in a child is particularly concerning, as it often leads to the development of more frequent meltdowns. These meltdowns not only pose a risk of self-injury to the child but can also result in harm to caregivers or parents [3]. Early diagnosis of ASD is crucial, offering significant benefits in terms of intellectual development, adaptive behavior, and the reduction of overall severity. The advent of noninvasive acquisition technology has made disease diagnosis more feasible, but manual diagnosis remains a highly challenging and labor-intensive task. Consequently, there is a pressing need to develop an automated disease diagnosis tool for ASD.

In recent times, the pervasive influence of artificial intelligence (AI) has become increasingly apparent, bringing about transformative changes across a spectrum of fields and enriching various facets of our everyday existence [4,5]. It has redefined how we approach education [6], fine-tuned financial strategies [7], simplified agricultural workflows [8–16], and elevated healthcare diagnostics to new heights [17–23]. As it seamlessly integrates into these diverse sectors, AI continues to demonstrate its capacity for generating unparalleled efficiencies, refining decision-making procedures, and addressing intricate challenges with a precision derived from data-driven insights [24,25].

Researchers have turned to machine learning and deep learning approaches to enhance the accuracy of ASD diagnosis. These models leverage the concept of correlation and co-variation among spatio-temporal data. Specifically, Convolutional Neural Networks (CNNs) have proven highly capable of extracting features based on spatio-temporal descriptors to classify various gestures exhibited by ASD children. However, existing models have limitations, as they fail to compute the appearance of multisite meltdowns and fully exploit the interdependence among these meltdowns for severity computation in the acquired facial images of children, hindering the development of a comprehensive grading system [26].

This paper presents a novel approach, introducing a Long Short-Term Memory (LSTM) integrated Convolutional Neural Network designed to detect multisite meltdowns and exploit their interdependence for severity computation in ASD. The proposed methodology involves initial image pre-processing...
using contrast enhancement and histogram equalization to improve image quality. The enhanced image is then subjected to an instance segmentation technique, termed the "segment anything" model, to identify significant regions in the child's image. These segmented regions undergo principal component analysis for feature extraction, which is then employed in the novel LSTM-integrated CNN [27] for meltdown detection and severity classification, achieving increased accuracy. The model is trained using images of children acquired from videos, and testing is conducted using videos acquired during children's observations.

The subsequent sections of the article are organized as follows: Section II provides a detailed problem statement and a review of the literature on detecting the meltdown state of autism spectrum disorder. Section III outlines the proposed deep learning methodology for detecting and classifying multisite meltdown states and their severity to establish a grading system. Section IV presents an experimental analysis of the proposed methodology on the disease dataset, including performance metrics such as accuracy through a confusion matrix. Finally, Section V concludes the work and offers future suggestions.

II. RELATED WORK

In this part, numerous conventional approaches using machine learning and deep learning architecture to detect the autism spectrum disorder along meltdown state using behavioral and kinematics features has been detailed as follows:

A. Autism Spectrum Disorder Detection using Restricted Kinematic Features

In this literature, machine learning model is used to detect the Autism spectrum disorder using the restricted kinematic features from the kinematic data. In this computed on basis of movement during motor task. Entropy, amplitude, velocity, acceleration were considered as kinematic features and considered as symptom of the ASD. Machine learning classifier such as support vector machine were employed to classify or detect the ASD using the feature values which has cognitive flexibility and it has high manifestation [28].


In this literature, deep learning architecture is used to detect the ASD through functional connectivity features of the multiple regions. Functional connectivity feature is extracted and those features are employed to Recursive feature elimination technique to select the primitive features. Next, Autoencoder model is used to extract the high latent features and complicated features. It is considered as optimal features [29]. Those features were employed to softmax classifier which employs the Support vector machine to detect the ASD.

C. Autism Spectrum Disorder and Meltdown Detection on Facial Geometric Features using Recurrent Neural Network

In this literature, recurrent neural network is employed to detect and classify the autism spectrum disorder during the meltdown crisis. Initially model extracts the micro facial expression of children as geometric features and detects the child with autism or without autism. On detection of autism state, children is classified with severity of meltdown Hidden layer of the model process the feature to produce the optimal severity state of the children with meltdown [30].

D. Autism Spectrum Disorder and Meltdown Detection using Recurrent Attention Network on Morphological Features

In this literature, recurrent attention network is employed to detect and classify the autism spectrum disorder during the meltdown crisis. Initially model extracts the morphological features and detects the child with autism or without autism. On detection of autism state, children are classified with severity of meltdown. Attention layer of the model process the feature embedding to produce the optimal severity state of the children with meltdown with high efficiency [31].

E. Autism Spectrum Disorder and Meltdown Detection using Deep Neural Network on Audio-based Features

In this literature, deep neural network is employed to detect and classify the autism spectrum disorder during the meltdown crisis using audio based signals. Initially model extract the audio based features on transforming the speech data to mel spectrogram and those audio based feature like pitch, RMS and MFFS used to detect the child with autism or without autism. On detection of autism state, children are classified with severity of meltdown. Dense layer of the model process the features as embedding of features to produce the optimal severity state of the children with meltdown with high efficiency [32].

III. PROPOSED MODEL

In this section, we introduce a sophisticated system for grading multisite melt downs and classifying the severity of autism spectrum disorder in children. Our approach integrates a Long Short-Term Memory (LSTM) with a Convolutional Neural Network (CNN) specifically tailored for assessing the intensity of melt downs across various sites, encompassing expressions of distress such as crying, screaming, and stimming. The step-by-step processing to achieve this overarching objective is detailed below:

A. Image Preprocessing- Discrete Convolution Filter

This section outlines the application of noise reduction and contrast enhancement techniques to the acquired training images through the utilization of a discrete convolution filter. The initial phase of noise reduction in training images serves to eliminate blurriness, while the subsequent contrast enhancement enhances the overall image quality. The discrete convolution filter method, employed in this process, effectively heightens the sharpness of object edges within each image [33].

The discrete convolution filter method is instrumental in achieving this enhancement, producing a pronounced increase in edge sharpness. A special case of this method involves the averaging of brightness values, exemplified by the formula:

\[ f(i,j) = w^a h = \Sigma_{m=-a}^{a} \Sigma_{n=-b}^{b} w(m,n) h(i + m, j + n) \] (1)
This Formula depicts a linear operation wherein the resulting value in the output image pixel f(i,j) is calculated as a linear combination of the brightness in a local neighborhood of the pixel h(i,j) in the input image. The function (w) in this context represents the convolution kernel, encapsulating the linear operations involved in this discrete convolution process.

B. Instance Segmentation - Segment Anything Model

The enhanced image undergoes application of the instance segmentation technique, known as the "Segment Anything" model, aimed at delineating significant regions within the child image. This model excels in segmenting every pixel with similar values, employing boundary probability algorithms (gPb and UCM) to calculate edge and its weight. A threshold is then applied for each pixel and its adjacent pixel to refine the segmentation process [34].

The instance segmentation process, as expressed by the following formula:

\[ L(x,y) = \sum_{i=0}^{N} \sum_{j=0}^{M} I(i,j) \text{ where } 0<x<N \text{ and } 0<y<M \quad (2) \]

Where 0<x<N and 0<y<M, involves aggregating pixel values within the specified range, providing a comprehensive representation of the preprocessed image. To integrate similar pixels within edges, a connected component approach is employed. The result is a hierarchical organization of regions obtained through a coarse-to-fine process.

C. Feature Extraction - Principle Component Analysis

The application of Principal Component Analysis (PCA) serves as a pivotal step in discerning the normal and meltdown states of children with autism. PCA, leveraging spatio-temporal information within each frame, identifies highly discriminating features. The execution of PCA results in a set of training data characterized by disconnectedness among data points and dense similarity within classes [35].

The analysis extends to examining segmented objects across two consecutive frames of images, calculating and defining features at various focal points such as the left eye, right eye, right mouth corner, left mouth corner, and nose. Each principal component represents the maximum variance among these focal points. To handle the complexity of computing features in high dimensions, PCA effectively minimizes dimensions without significant loss of feature information through matrix formation and distance calculation.

The composed feature vectors encapsulate facial interest components. Given an image of size N×N, it is initially transformed into a 1D vector U, housing variance values of substantial magnitude. The variance for a specified feature X in an image is calculated by the formula:

\[ \text{variance}(y) = \frac{\sum_{i=1}^{N} b(i - y)(y - y)}{n-1} \quad (3) \]

Furthermore, the covariance of features is calculated for the objects X and Y that change together with the mean, expressed as:

\[ \text{Covariance}(y,x) = \frac{\sum_{i=1}^{N} a(y(i - y)(x(i - x))}{n-1} \quad (4) \]

The resulting Covariance Matrix, a N×N feature matrix, is represented by:

\[ M_{ij} = \text{Covariance}(x,y) \quad (5) \]

D. Eigen Vector Analysis for Facial Feature Classification

The computation involves deriving the Eigen vector, denoted as \( M_{ij}^{\text{Eigen}} \), serving as a feature vector that encapsulates principle feature groups. These feature values are accompanied by Eigen values and are pivotal for the subsequent classification of facial features.

For each meltdown and normal state, the associated feature values fall within the range of 0 to 1. Here, 0 signifies the normal state, while 1 designates the meltdown state. Table I presents the Eigen vector, composed of features extracted specifically for the meltdown state.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eyes Closed</td>
<td>Distance between two eye lids</td>
</tr>
<tr>
<td>Mouth Open</td>
<td>Distance between two lips</td>
</tr>
<tr>
<td>Lips enlargement</td>
<td>Radius of the lips</td>
</tr>
<tr>
<td>Object in ears</td>
<td>Hand in the ears</td>
</tr>
<tr>
<td>Object in head</td>
<td>Hand in the head or hair</td>
</tr>
</tbody>
</table>

These features provide a detailed description of facial expressions during the meltdown state, including eye and mouth behaviors, lip enlargement, and hand placements indicative of distress. The Eigen vector, with its associated Eigen values, serves as a valuable tool for the effective classification of these facial features, contributing to a comprehensive understanding of autism states.

E. Long Short Term Memory Integrated Convolution Neural Network

The extracted features play a pivotal role in the functionality of the novel Long Short-Term Memory Integrated Convolutional Neural Network (LSTM-CNN) designed for the detection and classification of meltdown states, with a focus on assessing the severity. This innovative approach leverages hyperparameter-optimized layers to enhance the processing of information [36].

1) Long short term memory: The Long Short-Term Memory (LSTM) component within our integrated model is a key element endowed with the unique ability to learn and comprehend long-term dependencies through its intricate network connections. It excels in the storage of pertinent information within a memory cell while effectively discarding extraneous details. Each LSTM unit comprises a memory cell equipped with two gates: input and output, and a forget gate. In the context of our research, the LSTM model serves as a repository for multisite meltdown feature maps, a product of the convolution and max-pooling layers in the Convolutional Neural Network (CNN). These feature maps encapsulate crucial patterns essential for the accurate detection and classification of meltdown states.
In order to fine-tune the performance of our LSTM-CNN model, we employ hyperparameter optimization, as outlined in Table II.

### Table II. Hyperparameter Tuning

<table>
<thead>
<tr>
<th>Hyperparameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Learning rate</td>
<td>$10^{-6}$</td>
</tr>
<tr>
<td>Epoch Value</td>
<td>100</td>
</tr>
<tr>
<td>Activation function</td>
<td>ReLu</td>
</tr>
<tr>
<td>Loss Function</td>
<td>Cross Entropy</td>
</tr>
</tbody>
</table>

The hyperparameters, meticulously chosen and specified in Table II, play a pivotal role in shaping the learning dynamics of our model. The learning rate, set at $10^{-6}$, determines the step size during optimization, ensuring a balance between accuracy and efficiency. The epoch value of 100 signifies the number of times the entire dataset is processed during training, influencing the model's convergence. The ReLU activation function is employed to introduce non-linearity, enhancing the model's capacity to learn intricate patterns. Finally, the Cross Entropy loss function measures the dissimilarity between predicted and actual values, guiding the model towards optimal performance. This comprehensive hyperparameter tuning aims to maximize the LSTM-CNN model's efficacy in detecting and classifying meltdown states with a nuanced understanding of their severity.

2) Convolution neural network: The Convolutional Neural Network (CNN) serves as a cornerstone in our methodology, tasked with processing the intricately extracted features across multiple layers. Its primary objective is to adeptly detect and classify the multisite meltdown state, discerning the severity level inherent in each case. The CNN's architecture is meticulously designed, incorporating essential elements such as the convolution layer, max-pooling layer, and fully connected layer.

The convolution layer plays a critical role in feature extraction, employing filters to scan and identify distinctive patterns within the input data. This process enables the CNN to capture essential spatial hierarchies and dependencies in the multisite meltdown features. Subsequently, the max-pooling layer strategically downsizes the spatial dimensions of the extracted features, promoting computational efficiency and reducing the risk of overfitting.

The fully connected layer, a crucial component of the CNN architecture, is responsible for processing linear features extracted from the preceding layers. It incorporates an activation function to introduce non-linearity, allowing the model to learn complex relationships within the data. Furthermore, the softmax function within the fully connected layer serves a dual purpose – detection and classification. It assigns probabilities to different meltdown states, facilitating a nuanced understanding of the severity levels associated with each classification.

To guide the training process effectively, a loss function is integrated into the fully connected layer. This function calculates the classification error, providing feedback to the model during the training phase. The objective is to minimize this error, enhancing the CNN's ability to accurately detect and classify multisite meltdown states.

For a visual representation of our proposed model's architecture, refer to Fig. 1. This diagram encapsulates the intricate interplay between the convolution layer, max-pooling layer, and fully connected layer, offering a comprehensive overview of the network's structure and functionality. The synergy of these components within the CNN underscores its efficacy in robustly addressing the detection and classification challenges posed by multisite meltdown scenarios.

![Fig. 1. Proposed architecture.](image-url)
Convolution Layer: The Convolution Layer is a pivotal element in our architecture, containing multiple filters and kernels that convolve with features extracted from different regions. This convolution operation produces a feature map that represents the underlying patterns in the meltdown state. Mathematically, convolution involves the multiplication of the feature vector, containing information about the meltdown state in a specified region, with multiple filters [37]. The convolution process is expressed as in the Formula:

\[ x_n = \sum_{k=0}^{N-1} v_k f_{n-k} \]  

(6)

Here, \( Y \) represents the feature, and \( F \) is the filter.

The convolution layer generates a feature map through convolution operations, encompassing both low-level and latent features. The convergence of this feature map is facilitated by epochs, incrementally increasing feature generation. Normalization through the Rectified Linear Unit (ReLU) activation function further refines the feature map, obtaining a linear representation. The cosine distance measure facilitates the class, feature values, and density function:

\[ f(y, \theta) = \prod_{k=1}^{N} f_k \]  

(9)

Here, \( Y \) is the class of the meltdown, \( \theta \) is the vector containing feature values, and \( f_k \) is the density function. This comprehensive approach ensures a robust and nuanced classification of multisite meltdown states based on their severity levels.

### Algorithm 1: Multisite Meltdown Detection and Severity Classification.

<table>
<thead>
<tr>
<th>Input</th>
<th>Video and Images of the Child observations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Output</td>
<td>Detection of Multisite Meltdown and severity classes</td>
</tr>
<tr>
<td>Process</td>
<td></td>
</tr>
<tr>
<td>Train()</td>
<td></td>
</tr>
<tr>
<td>Preprocessing of training images()</td>
<td></td>
</tr>
<tr>
<td>Contrast Enhancement()</td>
<td></td>
</tr>
<tr>
<td>Preprocessed image =Discrete Convolution filter (Training images)</td>
<td></td>
</tr>
<tr>
<td>Instance Segmentation()</td>
<td></td>
</tr>
<tr>
<td>Segment = Segment Anything Model( Preprocessed image )</td>
<td></td>
</tr>
<tr>
<td>Feature extraction()</td>
<td></td>
</tr>
<tr>
<td>Transform the image pixel of segment into matrix</td>
<td></td>
</tr>
<tr>
<td>Compute the covariance and correlation on the matrix</td>
<td></td>
</tr>
<tr>
<td>Determine the eigen value and eigen vector</td>
<td></td>
</tr>
<tr>
<td>Eigen vector = Feature Vector</td>
<td></td>
</tr>
<tr>
<td>Disease detection and classification ()</td>
<td></td>
</tr>
<tr>
<td>Convolution Neural Network()</td>
<td></td>
</tr>
<tr>
<td>Convolution Layer () = VGG19()</td>
<td></td>
</tr>
<tr>
<td>Low level feature = Kernel (Feature vector)</td>
<td></td>
</tr>
<tr>
<td>Feature map = ReLu( Low level Features )</td>
<td></td>
</tr>
<tr>
<td>Max pooling layer ()</td>
<td></td>
</tr>
<tr>
<td>High level feature = Kernel (Feature vector)</td>
<td></td>
</tr>
<tr>
<td>Feature map = ReLu( Low level Features )</td>
<td></td>
</tr>
<tr>
<td>LTSM layer ()</td>
<td></td>
</tr>
<tr>
<td>Softmax Layer: The Softmax Layer, integrated into the fully connected layer, is crucial for detecting the meltdown state. It combines these states, assigning aggregate weights to identify the severity of multisite meltdown states using a Naive Bayes classifier. A loss layer is further incorporated to minimize feature variance across classes. The Softmax function, as represented in Formula (8), calculates the probability distribution:</td>
<td></td>
</tr>
</tbody>
</table>

\[ \text{Softmax Function} P_j = \frac{e^{y_j}}{\sum_i e^{y_i}} \]  

(8)
The algorithm offers a holistic approach to Multisite Meltdown Detection and Severity Classification. It integrates preprocessing, segmentation, feature extraction, and a robust combination of Convolution Neural Network and Long Short-Term Memory for accurate and nuanced results. The inclusion of a variety of techniques, such as contrast enhancement, instance segmentation, and feature mapping, contributes to the algorithm’s effectiveness in handling complex scenarios related to autism severity classification. The architecture demonstrates a deep understanding of both low-level and high-level features, providing a comprehensive solution for the challenging task at hand.

IV. EXPERIMENTAL RESULTS

In this pivotal section, we delve into a thorough analysis of the experimental outcomes, leveraging cross-fold validation on a simulated dataset within the Python environment [40]. The performance evaluation of our proposed architecture for autism severity classification is meticulously conducted, with optimal parameters defining the model’s performance. The implementation utilizes the versatile Scikit-learn package, incorporating various machine learning algorithms, and OpenCV for efficient image processing and preparation.

A. Dataset Description - Meltdown Crisis

The cornerstone of our investigation lies in the Meltdown Crisis dataset, a robust collection designed for identifying multisite meltdown severity in autism children. Comprising 59 videos, this dataset offers a detailed narrative, encompassing facial expressions and physical activities during the meltdown crisis. The dataset is structured into emotion frames and non-emotion frames, categorizing various states such as normal, post-crisis, and meltdown crisis states. For streamlined evaluation, the dataset is strategically partitioned into training, testing, and validation sets [41].

The training phase involves the utilization of images extracted from children in the videos, while testing is conducted on videos observed during children’s activities. Fig. 2 presents the confusion matrix for the validation dataset, consisting of 59 videos. This visual representation encapsulates the model's proficiency in classifying instances across different categories.

Fig. 3 provides a comprehensive snapshot of the training and validation accuracy of our model. The graphical representation elucidates the learning trajectory of the model over multiple epochs. The model achieves commendable results, boasting an 88% training accuracy and an 84% validation accuracy, reflecting its robust learning capabilities.

Table III meticulously encapsulates the quantitative results of our model. The training accuracy, validation accuracy, training loss, and validation loss are presented, offering a detailed performance snapshot. The CNN–LSTM models were meticulously trained for 100 epochs, employing a batch size of 128, and utilizing a cross-entropy loss function. These

<table>
<thead>
<tr>
<th>Technique</th>
<th>Accuracy</th>
<th>Loss</th>
</tr>
</thead>
<tbody>
<tr>
<td>CNN+LSTM</td>
<td>88</td>
<td>0.8</td>
</tr>
<tr>
<td></td>
<td>84</td>
<td>0.1</td>
</tr>
</tbody>
</table>

Table III
parameters were strategically chosen to ensure a robust and effective training process.

The proposed model exhibits superior performance when benchmarked against conventional approaches. With a training accuracy of 88% and a validation accuracy of 84%, coupled with minimal training and validation loss, our CNN–LSTM model demonstrates efficacy in autism severity classification. These findings underscore the potential of our integrated architecture in providing nuanced and accurate assessments in the context of multisite meltdown grading.

V. CONCLUSION

In this study, we introduced a novel approach for detecting multisite meltdowns in children with Autism Spectrum Disorder (ASD) using a Long Short-Term Memory (LSTM) [42] integrated Convolutional Neural Network (CNN). Our designed architecture aims to leverage the dependency among multisite meltdowns to enhance the severity computation, ultimately contributing to the development of a robust grading system. The comprehensive pipeline of our model encompasses pre-processing techniques to enhance image quality, the utilization of the Segment Anything model for segmentation, and principle component analysis for feature extraction. These steps are crucial in isolating significant regions within child images and extracting pertinent features.

The extracted features are subsequently fed into the CNN+LSTM classifier, which effectively detects and classifies multisite meltdowns, providing valuable insights into their severity. The model’s performance analysis yielded promising results, with a training accuracy of 88% and a validation accuracy of 84%. This underscores the efficacy of our proposed architecture in accurately identifying and grading multisite meltdowns in children with ASD.

While our current model has shown promising results, there are avenues for future research and improvement. Firstly, the inclusion of a larger and more diverse dataset could enhance the model’s generalization capabilities. Exploring advanced techniques for feature extraction and segmentation may further refine the model’s ability to capture subtle nuances in facial expressions during meltdowns.

Additionally, investigating real-time applications and deployment in clinical settings could provide valuable insights into the model’s practical utility. Fine-tuning hyperparameters and exploring alternative neural network architectures may also contribute to optimizing the model’s performance.
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