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Abstract Providing reliable health information to a than the process of finding documents presented by a search
community can help raise awareness of the dangers of diseases, engine.

their causes, methods of prevention, and treatment. Indonesians

are facing various health problems partly due to the lack of Various QA systems have been developed for both the
health information; hence, the community needs media that can  nNOrrindonesian QA system and the Indonesian QA system.
effectively provide reliable health information, namely a question ~ The following QA systems have been developed for-non
answering (QA) system. The frequently asked questions are non Indonesian documents: the English QA systé¢iji[3],
factoid questions. The development of answer selection based on Chinese QA systenf4], Spanish QA systeni]i[7], and

the classical approach regires distinctive engineering features, French @\ system [8], [9]. The Indonesian QA system

linguistic tools, or external resources. It can be solved using deep includes QA statistical and linguistic knowledge syst§big,
learning approach such as Convolutional Neural Networks —syntactiesemantic processing QA systerfisl], [12], QA
(CNN). However, this model cannot capture the sequence of systems based ommachine learning crodanguage QA
words in both questions and answws. Therefore, this study aims systems[13], pattern matching QMased systemfl4], and
to implement a long shortterm memory (LSTM) model to pipelinebased arsslanguage QA systemd5]. In addition,

effectively exploit longrange sequential context informatior_1 for the Indonesian language QA system has been developed for
an answer selection taskin addition, this study analysesvarious closeddomain QA[16]i [18].

hyper-parameters of Word2Vec and LSTM, such as the

MRR of 18.68% and 46.11%, respectively, compared to CNN as
the baseline model

term memory; LSTM; question answering

dimension, context window, dropout, hidden unit, learning rate, QA sydgems are differentiated on the basis of the type of
and margin; the corresponding values that yield the best mean questions handled, which are divided into five categories:
reciprocal rank (MRR) and mean average precision (MAP) are  factoid, nonfactoid, yesno, list, and opinion19]. Factoid
found to be 300, 15, 0.25, 100, 0.01, and 0.1, respeciv@he best  questions have answers in the form of date, quantity, location,
model yields MAP and MRR values of 82.05% and 91.58%, person, organisation, and name (in the form of nouns) in
respectively. These results experienced an increase in MAP and aqdition to the location, person, and organisation categories
[13]. Nonfactoid questions are those whose answers are
generally used to wunderstand somethingNonfactoid
questions have six categories: question definitions, reasons,
methods, degrees, changes, and def@j. Overall, the
Indoresian QA system is still limited to factoid questions,
I INTRODUCTION with hardly any noffactoid questions. Related to health

- . . . . information, the types of questions that are commonly
Providing reliable health information to a community can ..\ \tered are ndactoid questions.

help raise awareness of the dangers of diseases, their causes,
methods of prevention, and treatment. Indonesians are facing Several studies have been conducted on-factoid

Keyword® Answer selection; health information;dng short

various healthproblems partly due to the lack of health Indonesian QA systems but for nbealth data domains.

application that provides specific answers to the

information, including the dangers of smoking, nutritional Moreover, these studies generally used a classical approach

problems (stunting and obesity), and serious diseases such sich as pattern matching and semantic anal[diy case

heart disease, cancer, and diabetes. Therefore, the communiitgsed reasoningl6], and similarity score techniqugl9].

requires media that can proeid health information They provide a gab performance only when all the patterns

appropriately, namely a question answering (QA) system. of the answer pairs have been defined, making it appropriate

The OA i . tural | . NI_Pé)vnly for certain knowledge domains. In addition, the studies
e QA system is a natural language processing ( ere generally implemented for néactoid questions related

questions/queries posed by the user. The QA system |I§) definitions, reasons, and rhetl categories.

different from a seatcengine in that the latter will return a set Now-a-days, deep learning models have been widely
of documents that may contain answers, and users are requirddveloped for solving several problems using various types of
to read the documents and search for the exact answers datasets, such as those containing images, signals, and text.
infer from the set of documents presented. Therefore, th&ome examples of deep learning implementation using textual
process of finding answers in@A system is more complex data intude sentiment analysj22], [23], machine translation
[24], [25], summarisatiofi26], [27], and QA. A deep learning
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model can be implemented in a QA system as a model for Il. RELATED WORKS
selecting the exact answer from a set of candidate answer&, .

also known as the answer pool. The deep learning nolmee - Answer Selection Task

not require feature engineering, linguistic tools, or external ~Answer selection is a subtask of the QA system that

resources[28]. Featureengineering is the stage wherein performs the process of selecting sentences containing the
representative features, such &srm frequencyinverse  required information from a set of candidate answers [29].

document frequency (TF-IDF) and bagpf-words, are Answer selection involves not only matching the terms in the

determined. The linguistic tools are linguistic rules and syntaxgquestion and answer but also finding the same semantic
Theimplementation of deep learning in a QA systamuires  meaning from both the question and answer. Formally, the
a convolutional neural network (CNN). However, this modelanswer selection problem can be described as follows:

cannot capture the sequence of words in both questions and
answers. This can be overcome by implementing long short

term memory (LSTM).

f There is_a questiorg and anwer candidate pool
G hd B hid that contains a set of answer candidates
for a particular question.
Therefore, this study aims to implement an LSTM as a . L
model for selecting nofactoid answers in the Indonesian The aim of answer selection is to select the best answer
question answering system (IQAS) for Health Information. As candidates from the answer candidate pool

mentioned earlier, the LSTM model has never been Therefore, the answer selectitask can be formulated as a
implemented for answer selection in the IQAS, neither in &anking problem, giving better ranks to answers that are more
specific data domain nor inehgeneral data domain. Hence, relevant to the respective question. Some of the ranking
the first step in this approach is to train the word2vec modefunction approaches include pointwise, pairwise, istdvise

on a health information corpus obtained from various popula[3o]_ This study implements a pairwise approach to train the
health websites written in the Indonesian language. Irtanking function to give higher scores for correct answers and
addition, this study empirically analyses the dfect of lower scores for wrong ones

Word2Vec hypeiparameters, such the dimensions and the

context window size, on the performance of the LSTM modeB- Long ShorTerm Memory

in selecting the right answer to a questiéarthermore, the The LSTM modelis a popular variation of the recurrent
effect of varying the LSTM hypgrarameters on the neural network (RNN) method. The RNN method is widely
performance of the 'BM model as a model for selecting used to solve data problems whose order requires attention.
exact answers from an answer candidate pool was studiehe LSTM model overcomes the gradient vanishing problem
thus, we established the best answer selection model. of the RNN method.In addition, LSTM model is more
I . . capable of dealing with the context of long and sequential
The contributions of this paper are summarised as fOHOWS'information. The LSTM model used in this study is the one
f A pretrained Word2Vec model for the Indonesian introduced inf31].

language, specificallpn health information. The LSTM model is designed to solvéiet gradient

f An investigaion related tothe influences of the Vanishing problem using a gate mechanism. Its architecture
dimensions and context window size of Word2Vec onhas three gates, namely an input géte forget gatdfh and
the performance of the LSTM model in selecting an output gate o, and a memory celfa. The LSTM can add
answers. or reduce information into the cell state, which isutaged by
) ) the gate. The input gate is responsible for determining new
' An analyss of the influences of the hypgrrameters  information to be added to the memory cell. The forget gate
onthe LSTMmode| including the dropout, number of getermines which information will be saved or deleted.
hidden units, learning rate, and margin size, on thesinglly, the output gate is responsible for determining the
performance of the LSTM model for answer selection. jnformation that will be used as output. Fig shows the

1 A pretrained LSTM model for nofiactoid answer LSTM cells.
selection in the IQAS for health information The hidden statdp is calculated on the basis of the three
Subsequetly, it was implemented as a wdtased | STM gates. The size of the hidden state is determined by a
application parameter called the hidden unit. The hidden unit is a

The rest of this paper is organised as follows. Section | arameter in the LSTM that shows the vector dimension of the

describes related work, including a general description of th@idden statefpfor each time step. Bthematically, the LSTM
answer selection task and LSTM in detail. A detailed™odel is defined as follows:

explanation of the proposedhmework is presented in Section -q L, OO YQO p & (1)
ll, including descriptions of data collection, training process ~
of Word2Vec, generation of the answer selection model basedQ , ® o YQO0 p (2
on the LSTM, and model evaluation. Section IV presents the, e e -
experimental results. Finally, in Semti V, we draw som € ,wWwo YQ p w ©)

conclusions from the results.
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@ A. Data Collecion

In this process, two types of datasets are formed: a QA
dataset (pair of questieendanswer datasets) and a health
article datasetThe QA dataset was created by collecting

;@ question and answer pairs from popular health sites in
Nexe ol state Indonesia, namely hellosehat.com, alodokter.com, and
halodoc.com. Noifactoid questions on topics of diseases and
medicines are useds questions. The categories of the
questions are definitions, reasons, and methods. In total, 750
pairs of questions and answers are fornwaohsisting of 355
pairs for definitions, 145 pairs for reasons, and 250 pairs for
methods. The article datasetestablished using all the articles
LEGEND: _ from the three websites through data scraping.

Cell State

Hidden State [ Next Hidden State
Input

Inputs: Outputs:

(%) cumainpa (&) joiss () st () saingftomaion B. Training Process of Word2Vec Model

() Moo Bom LS () o s vabtoer () Adngnfrntion The Word2Vec model is avord embedding algorithm
(©) gupaortanisn proposed in[32] to learn vector representations. Vector
o representations can efficiently capture the semantic meaning
Fig. 1. LSTM cell of the words represented. .The.wo_rc_i vector tends to obey the
laws of analogy and deribe intuition. Words known as
5 0@RM 0o YQO p O (4) synonyms have the same vector in the cosine equation,
whereas antonyms have different vectors. Therefore, the
6 "Qz6 "Qzo (5) representation of words in the vector space is useful for
" A i onwn achieving better performance on NLP problems by graupin
Q ¢ zOATSE ©6) 9 P P y graip

similar words.
The LSTM architecture has three gates (irfuforget’Q The dataset used in Word2Vec training is the article

and outpu€) and a cell memory vecton, is the sigmoid  yaiaset. The article dataset contains articles on diseases and
function.c, Y, andware the network parameters. medicines found on the three sites previously described. The
. METHODOLOGY number of vocabularies formed was 44,700. The Word2Vec

) ) . . model sed is skipgram, and the evaluation method is
This sectiordescribs the proposed framework usedthis  hierarchical softmax. Fig. 3 illustrates the skimm

study, comprising four main processes. .FR& shows its  architecture.
general description.

Input Layer Hidden Layer Output Layer

The research framework comprises four main processes:
data collection, training process of Word2Vec, generating an
answer selection model based on the LSTM, and model
evaluation. The detailed explanations for each process are
given in the following subsections.

Dataset of Medical
Articles

Target Word wii-1)

Context

Wil Word

Pre-trained Word2Vec

wittl)

Pair of Question Answer

wit+2)
Dataset

Fig. 2. Framework of this study comprising four main processes: data
collection, word2vec training, LSTNdased answer selectiamodelling, and
model evaluation Fig. 3. lllustration of skipgramarchitecture of Word2Vec model

383|Page
www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 14, No.2, 203

C. Generating Answer Selection Modisedon LSTM V. RESULTS ANDDISCUSSION

Modelling for answer selectionuses a Siamese A Experimental Setup
architecture. This type of architecture can be used to measure
the relevance of candidate answers to a question4igows
the Siamese architecture of the LSTdsed answer selection
model. In the embedding layer, the inputted senteneestife

The data used in this research are in the form of 750
questioiianswer pairs. There ar 1564 unique answers
collectedin the answer spacéWith regard to the distribution

candidate answer and the question) are converted into vectfftio Of the training and test data, 70% is for training and 30%
representations generated by Word2Vec training. ThereaftelS for testing. Following the data distribution, we have 525
in the encoding layer, the same encoder is used to creali?i'S as training data and 225 pairs as test daepool size
distributed vector representations for the input sentence% 50. It was generated by sending the gretiith answers to
separatly. The encoding layer adopts the @STM using a the pool and rangomly sampllng negative answers from the
bidirectional LSTM (biLSTM) model. During the encoding answer space until the pool size reached 50
process, the questions and answers ndd have explicit The experiment employs several hyperparameters of the
interactions. Word2Vec model and LSTM. Each model is trained for 100
epochs. The Word2Vec hyperparameters are diimer(400,
200, and 300) and context window (5, 10, and 15). At the
game time, the LSTM hyperparameters are dropout (0.25, 0.5,
and 0.75), number of hidden units (50, 75, and 100), learning
rate (0.00001, 0.0001, 0.001, and 0.01), and margin (0.05, 0.1,
The implementation of max pooling was used to generatand0.15).
representations for the questions and answers based on the . .
word-level biLSTM outputs. The relevance scores of the B- Experimental Scenarios
candidate answers to a question are obtained based on pooled Several scenarios are established to determine the impacts
vectors. Subsequently, using the cosine similarity measuresf the various parameters tested on the performandbeof
the distance between the candidate's answer and the questioproposedmodel; scenarios 1, 2, 3, 4, 5, and 6 are for the
. Word2Vec dimension, context window, dropout, ded unit,
D. Model Evaluation learning rate, and margin, respectively. .Fi§ shows the
The evalution techniques usedre the mean reciprocal overview of these scenarios
rank (MRR) and mean average precision (MARhich are 7 — —
the standard metricgor information retrieval andQA. The o
MRR can be calculated as follows:

Cosine Similarity Comparison Layer

EEEE LT

Bidirectional LSTM utilises both the previous and future
contexts by processing itwo directions and generates two
independent sequences of LSTM output vectors. The tw
output vectors are concatenated as follows:

Column-wise Column-wise

Pooling Layer

max pooling max pooling

Selectian Model

Result

MRR and MAP Calculations

est Answer

Word Embedding Word Embedding

Question Candidate Answer

Enceding Layer

Embedding Layer . . . .
Fig. 5. Six hyperparameters are testBdch combinatioproduces a model

that calculates the MRR and MAP values. The overall results are analysed

through seven scarios. The best model is obtained from the model that
produes the best MRR and MAP values

Fig. 4. Siamese architecture of LSThased answer selection

C. Experimental Results and Analysis

0'Y'Y s_sBs e (7) Scenario lis aimed atstudying the impact of Word2Vec
dimensions orthe MRR and MAP results. Tableshowsthat
The MAP can be calculated as follows: the model vyields he best averageof MRR (78.75%) and
- - _ MAP (63.70%) when théVord2Vecdimension is 300The
060 —B®*—B 0i QOQV Q¢ ¢ (8 MRR and MAP values are directly proportional to the

¥e dimensions of Word2Vec therefore, the higher the

dimensions of Word2Vec, the high¢he MRR and MAP
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values. The Word2Vec dimensiaepresentghe size of the Scenario 4 is aimed to study the impacts of hidden units on
learned word vector, or it can be referrechtdhe features of the MRR and MAP resultsAs mentionedbefore, this study
each word. A higher dimension tends to capture morepples different numbers of hidden units: 50, 75, and 100.
information and better word representations. From Table IV, it can be concluded that the number of hidden
units is directly proportional to the average MRR and MAP.
The output dimension determines the number of dimensions
for each word in the input sequence. Dimension implies the
number of features to be remembered. The best averages of
MRR and MAP are obtained under a hidden unit value of 100.
This is because using more features provides a better
representation than usifgwer features.

Scenario 2is aimed at studying the impacs of context
window onthe MRR and MAP results. The best averagé
the MRR and MAP valuesare obtainedwhen the context
window is 15, as shown in Tabld. Fromthe table, it can be
concluded that the averagef theMRR and MAP are directly
proportional to the context window, which meathat, the
larger the context window sizethe higher theaverage MRR
and MAP values. The size of the context window defines the Scenario 5 is aimed at studying the impacts of the learning
range of words to be included as the context of a target wordate on the MRR and MAP results. Several learning rates were
For instance, a widow size of 5 takes five words before and set: 0.01, 0.001, 0.0001, and 0.00001. Based on Table V, it
after a target word as its context for trainidglarger context can be concluded that the learning rate is directly ptagmad
window isrequiredto answer notfactoid questioaon health  to the averages of MRR and MAP. The best averages of MRR
information because this typaf questionrequires a longr and MAP are obtained under a learning rate of 0.01. As
answer. Moreovetr answersrelated to health information explained in the experimental results section, all the models
typically have a long explanation. are trained for 100 epochs. The learning rate is a
hyperparameter that helgontrol the degree of model change.
A low learning rate may result in a long training process that
uld get stuck, making it difficult to converge. These results

Scenario 3 is aimed at studying the impacts of dropout rat
on the MRR and MAP results. The best MRR and MAP

e

values are 81.25% and 66.58% when the dropout value is sgg : )
. n be obtained because the epoch used tends to be small;

t0 0.25. From the avege_MRR and MAP obtained for all the therefore, a high learning rateilwdecrease the MRR and

tested dropout values, it can be concluded that the dropow]AP values

value is inversely proportional to the average MRR and MAP,
which means that, the lower theogout value, the higher the Scenario 6 is aimed at studying the impact of margin on
MRR and MAP. Dropout refers to ignogrunits (i.e. neurons) the MRR and MAP result#\s previously explained, there are
during the training phase of a certain set of neurons. A highdhreedifferent margin values: 0.05, 0.1, and 0.15. The highest
dropout value indicates that more neurons are ignored, and thésverage MRR and MAP were obtained undenargin of 0.1,
will cause the model to lose its ability to learn. Moreover, theas listed in Table VI. No specific pattern is generated between
dropout performed on the LSTM model caake the model to the margins with the average MRR and MAP. Margin is a
be more limited in keeping the memory. Therefore, lowervariable in the hinge loss functiomhe hinge loss function is
dropouts are considered better for storing memory in the LSTMin employed loss function that was minimised in thisaesh.
model. Table Ill lists the results of scenario 3. If the groundtruth answer has a score higher than the negative
answer by at least a margin, the expression has a zero loss.

TABLE|.  PERFORMANCECOMPARISON WHENV ARYING THE WORD2VEC Condition here implies margins as the optimum distance that
DIMENSIONS can be produced between the growmdh answer and
] ] Average of MAP Average of MRR negative ansers. If the margin value is too low, the ground
Dimension (%) (%) truth answer and the negative answer will not be separated
100 56.76 72.01 appropriately. The lower the margin, the smaller the distance
200 61.77 7703 between the grounttuth and negative answers. This
condition can make relevant answéretrievable. Meanwhile,
300 63.70 78.75 . o . :
if the margin is too high, the distance between the correct
TABLE ll.  PERFORMANCECOMPARISON WHENV ARYING THE CONTEXT answer and the Wrong. answer will be even greater. This makes
WINDOWS irrelevant answers be incorrectly taken as correct answers.
Context Average of MAP Average of MRR TABLE IV. PERFORMANCECOMPARISON WHENVARYING THE HIDDEN UNITS
Window (%) (%)
5 58.24 74.30 Hidden Units Averagf of MAP Averag;a of MRR
10 61.15 76.63 (%) (%)
15 62.84 77.96 50 5816 74.15
TABLE lll.  PERFORMANCECOMPARISON WHENV ARYING THE DROPOUT 75 61.12 76.62
RATES
100 62.95 78.11
Dropout Average of MAP Average of MRR
Rate (%) (%)
0.25 66.58 81.25
0.5 62.14 77.50
0.75 53.51 70.14
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TABLE V. PERFORMANCECOMPARISON WHENVARYING THE LEARNING

RATES
Learning Average of MAP Average of MRR
Rates (%) (%)
0.00001 50.74 68.41
0.0001 54.14 70.95
0.001 62.56 78.10
0.01 75.53 87.72

TABLE VI. PERFORMANCECOMPARISON WHENV ARYING THE MARGINS

Mardins Average of MAP Average of MRR
9 (%) (%) Fig. 7. Siamese architecture of LSTFhhsed aswer selection
0.05 60.80 76.39
0.1 61.02 76.55 Incorrect Answer
0.15 60.41 75.94 Question:

Apa itu tetanus? (What is tetaris?)

Based on the results of scenarios 1 to 6, the best answer [AnswerFas: iy
Se|ECtI0n mOdel |S Obtalned When USIng the fOIIOW|ng tegang selurnh tubuh ini terasa menyakitkan dan dapat menyebabkan kematian. Gejala tetL::l(:;:
hyperparameters WOI’dZVGC dlmenSIon |S 300 context W|nd0W akan muncul dalam 4-21 hari setelah terinfeksi. Kuman atau bakteri tetanus masuk ke dalam

tubuh melalui luka pada kulit, dan akan mengeluarkan racun untuk menyerang saraf. Bakteri ini

S|Ze |S 15, dropout rate Value |S 025, nu mber Of h|dden un|ts |S bernama Clostridium tetani, yang banyak ditemukan pada tanah, debu, atau kotoran hewan.

. . X . . (  Sriff
100, |eamlng I’atSIOOJ., and mal’gln Va|Ue IS 01 ThIS mOdeI anel tension throughout the body are painfil and cam cause death. Symptoms qfrelam:.f’:g;
1 within 4-21 day: i ion. Tt bac bacter 2 the body 1l il

yields MAP and MRR values of 82.05% and 91.58%, | e ot 1o ok e nerws. i satserion o coiid
respecuvely Clostrickium tetani, wihich is foind nostly in soil, dust, or aninal feces.)

Compared with previous researcthis study also run i et s sl dlam 421 v el teinosi.
eXpeI’ImentS us'ng CNN Wlth an arChItectUI’e COI’]SIStIng of 4 (Svmproans of tetanus will appedy within 4-21 davs after infeetion.)
convolution layers (kernel size in 2, 3, and 5) and one Correct Answer:

. . . . Tetanus adalah kondisi kaku dan tegang di seluruh tubuh akibat infeksi kuman.
poo“ng Iaye_r- The WOI’d2veC dlmenS|0n Used n the test uses (Tetarms is a stiff ard tense condition threughout the body due to germ infection.)
the same dimension, namely 300. The best parameter results (@)
for the CNN model include margin 0.15, hidden unit 100, Correct Answer

dropout 0.25, learning rate 0.01, and context window 15. The Gucsiion:
MAP and MRR values obtained are 63.37% and 45.47%, | Apaobat eksim? (What is eczena medicine?)
respectively. An illustration of the difference between the [ iuwerpea
i Dokter bi L lakukan di is de riksa kulit d: jarah medis anda,
CNN model and the proposed model can be seen irbFig okt g dapat menggunakn ies patch aa t sinnya untuk mengelininast penyakit kul

can be seen that the increases in MAP and MRR were 18.68% | tainnya atau mengidentifikasi kondisi yane menyertei eksim.
and 46 . 11%, respeCtlver- (The doctor will usually make a diagnosis by examining your skin and medical history. Doctors

can also use paich tests or other tests to eliminate other skin diseases or identify the conditions

Subsequently, the best model is implemented for the QA | #a* accompany eczenia
application, which is given the name MediQA. Figshows cda
. S 1 H
the Sample reSUIt Of the answer SeIeCtlon Oi:;:baia:“;;;g umum untuk perawatan eksim meliputi hydrocortisone, antihistamin,

corticosteroid.
(Common medications for the treatment of eczema include hyvdrocortisone, antihistamines,
corticostercids.)

)

Comparison of the Proposed Model and CNN

0.00% 20.00% 40.00% 60.00% 80.00% 100.00% (b)

Fig. 8. Sample result of answerlsetion of definition question(a) Sample
of incorrect answe (b) Sample of correct answer

As mentioned in the previous section, this study evaluates
three questions: definitions, reasons, and methéits. 8
shows a sample of the correct and incorrect answer results
given by the MediQA application for the definition question
type. Fig 9 shows the same for the method question type.
Both figures consist dfwo parts, the first part shows a result
exampe of choosing the incorrect answer by the system, and
0.00% 20.00% 40.00% 60.00% 80.00% 100.00% the second part shows a result example of choosing the correct

Velue answer by the system. In the answer pool section, sentences in
The Amaunt of Increase mProposed B CNN green indicate sentences that should have been selected as the
correct answe Meanwhile, sentences written in red are
incorrect answer sentences and are output as answers by the
system.

Metric Evaluation

Fi

g. 6. Comparion of the proposed model and CNN (as baseline model)
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Incorrect Answer

Question:

Bagaimana cara mengonsumsi disulfiram? (How to take disuifiram?)

Answer Pool:

Dosis akan disesuaikan berdasarkan kondisi pasien, dengan jangka waktu pengobatan kurang
dari 6 bulan. Berikut
adalah beberapa efek samping yang dapat terjadi setelah menggunakan disulfiram:
pusing, mudah merasa lelah, muncul jerawat, mulut terasa tidak emak (seperti rasa
bawang atau metal).

(The dosage will be adjusted based on the patient's condition, with a reatment period of fewer
them 6 months. Here are
some of the side effects that can occur after using disulfiram: dizziness, easy feeling tived,
pimiples appear, the mouth feels bad (like the taste of onions or metal).

Selected Answer:

Berikut adalah beberapa efek samping yang dapat terjadi setelah menggunakan disulfiram:
pusing, mudah merasa lelah, muncul jerawat, mulut terasa tidak enak (seperti rasa bawang atan
metal).

(Here are some of the side effecis that can occur after using disulfiram: dizziness, easy feeling
tired, pimples appear, the mouth feels bad (like the taste of onions or metal).

Correct Answer:
Obat ini dapat dikonsumsi sebelum atau setelah makan di pagi hari.
(This medicine can be iaken before or afler eating in the morning)

@

(b)

Fig. 9. Sample result of answer selection of method question: (a) Sample H‘]

incorrect answe (b) Sample of correct answer

The limitation ofthis study is that the proposed method?

Vol. 14, No.2, 203

result® first, the larger the dimension of Word2Vec, the
better the MRR and MAP values. A dimension of 300 yielded
the best MRR and MAP. Second, a context window size of 15
yielded the best MRR and MAP results, indicating that a more
extensve context window can yield better MRR and MAP
results. Third, a lower dropout value yielded better MRR and
MAP values, and the best MRR and MAP were achieved
under a dropout value of 0.25. Fourth, the optimum hidden
unit value was found to be 100; theghér the number of
hidden units, the better the MRR and MAP values. Fifth, a
higher learning rate showed significant improvements in the
MRR and MAP, given the relatively small number of datasets
used in this research. Sixth, a margin of 0.1 producedesi b
MRR and MAP results. The best model yielded MAP and
MRR values of 82.05% and 91.58%, respectively. These
results experienced an increase in MAP and MRR of 18.68%
and 46.11%, respectively, compared to CNN as the baseline
model

This research is stillhhited to selecting answers on IQAS
for a particular domain (health information), while the need
for opendomain QA in Indonesian is still very open. On the
other hand, the latest language modelling developments, such
as Bidirectional Encoder Representaidrom Transformes
(BERT), have also been developed for Indonesian, commonly
known as IndoBERT. Therefore, it provides an opportunity for
further research to apply IndoBERT and LSTM as a model for
selecting answers in the Indonesian language -dpemain

QA.
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