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Abstract—Cloud computing is one of the significant 

technologies that is used to provide seamless internet surfing for 

large-scale applications and data storing purposes. The cloud is 

described as a large platform that enables users to access data 

from the internet without needing to buy storing space in their 

equipment such as a computer. Many studies have analysed the 

load-balancing technique on the cloud to distribute tasks equally 

between servers using the Equally Spread Current Execution 

(ESCE) algorithm. ESCE, which is a dynamic load balancer, has 

quite a few problems such as average level performance and too 

long of response time which affected the Quality of Services. This 

research has simulated a cloud computing concept using the 

ESCE Load Modelling technique with the CloudAnalyst 

simulator for three servers of Data Center (DC) locations. The 

ESCE was simulated to enhance its algorithm’s performance as a 

load balancer and higher throughput in the cloud environment. 

The result shows that ESCE average overall response time is 

shortest when the DC is located at R0 with response times of 

15.05s, 13.05s with 10 VMs, and 8.631s with the Optimize 

Response Time brokerage policy. This research is significant to 

promote notable load-balancing technique testing for virtualized 

cloud machines data centers on Quality of Services (QoS) aware 

tasks for Internet of Things (IoT) services. 

Keywords—Equally spread current execution (ESCE); optimize 

response time brokerage; cloud computing; load balancer; data 

modelling 

I. INTRODUCTION 

Pay-as-you-go online computing services, such as apps, 
storage, and processing power, are referred to as cloud 
computing. Due to how simple and affordable it is to use large-
scale applications, the demand for this technology has greatly 
increased [1]. A significant aspect of this environment is the 
scalable delivery of IT infrastructure and applications as a 
service, according to the definition of cloud computing, which 
is end user-focused on how they may experience the cloud 
environment such as data storage for the information 
technology for education, remote monitoring and mobile robot 
for surveillance application [2-5]. 

Fig. 1 presents the illustration of cloud computing as a user 
device accessing the internet and communication exists 
between servers, applications, and databases. Cloud computing 
may be utilised as an interface for the integration to quickly 

complete a variety of client requirements, in just one click. The 
biggest issue with this system is managing a large number of 
client requests that could total millions at one time[6, 7]. 
Mainly maintaining and enhancing prior software investments 
while responding to environmental changes is the major 
objective of current application adaptation[8]. The private 
cloud, the public cloud, the hybrid cloud, and the community 
cloud are the four cloud computing deployment methods that 
are based on research and are grouped by their distribution and 
physical location[9]. Three types of cloud service models are 
Software as a Service (SaaS), Platform as a Service (PaaS), and 
Infrastructure as a Service (IaaS). 

Concerning effectively managing user requests, load- 
balancing methods must be used [10]. Load-balancing serves 
as a tool for assignation and also controls the system's overall 
rendering [11]. The Equally Spread Current Execution (ESCE) 
is one of the algorithms that act as a load balancer to process 
user requests. ESCE algorithm (LBA) allocates user requests 
equally to all virtual machines (VM) bound to the data centre 
[12]. This kind of load balancer keeps track of the inventory of 
virtual machines and their current availability. However, 
depending on the suggested work or goal of the cloud 
environment, the algorithms' efficacy is unclear [13]. Each 
algorithm varies depending on the type of load-balancing 
within the bounds of cloud computing [14]. The turn-based 
Round Robin load-balancing solution has its unique algorithm 
[15]. The first server will receive the first request, the second 
server will receive the second request, and so on. Following 
distributing tasks after determining their size, the Equally 
Spread Current Execution algorithm uses a spread spectrum 
technique. 

 

Fig. 1. Illustration of cloud computing 
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Additionally, this algorithm performs average in terms of 
response rate and has excessively long mediocre minimum and 
maximum response times [16]. Response time-wise, the 
Equally Spread Current Execution algorithm is excessively 
slow. This is a result of the algorithm's lengthy check of the 
request size. The algorithms must first successfully assess the 
availability status of each machine before allocating them to 
the available virtual machines. This causes system delays and 
reduces the effectiveness of the entire load-balancing strategy. 
When compared to other load balancers now in use, the 
performance of this method is in the middle of the pack [17]. 
Equally Spread Current Execution was not the best load-
balancing strategy when compared to the others. An earlier 
study compared it to other load-balancing methods including 
Round Robin and Throttled Load-balancing [18]. It does not, 
however, qualify as the worst technique either. The issue is that 
it is not the best technique to employ at the moment. 

Cloud computing is Internet-based computing that offers a 
pool of customizable computing resources such as networks, 
storage, servers, applications, and services without requiring 
interaction with the service provider and with little 
administration effort[19]. The RR protocol's moving horizon 
estimation problem for a class of discrete time-delay systems. 
To avoid data collisions, communication between the sensor 
nodes and the remote state estimator is carried out over a 
shared network, with only one sensor node able to transmit 
data at any given time. The RR protocol organizes the 
transmission order of sensor nodes, with the selected node 
gaining network access modelled as a periodic function. The 
device model is reformulated into a linear system without 
delays due to lifting technology. The problem at hand aims to 
construct a moving horizon estimator that minimizes the 
estimation error. In matrix inequality, a proper condition is 
defined to ensure ultimate boundedness [16]. In cloud 
computing, the cloud infrastructure cannot handle the flow of 
information independently with the profusion of data, devices, 
and interactions [7]. Load-balancing distributes all workloads 
across each node in a shared or mutual system to maximize 
resource utilization and reduce job response time. The most 
important aspect of cloud computing is scheduling, which 
includes workloads and workflow scheduling under the 
platform as a service model. The infrastructure as service task 
to VMs scheduling which machine is decided by the scheduler 
should go on which job or VMs[20]. Evaluating the energy 
required for communication between the devices participating 
in this process and the suggested method's appropriateness for 
handling optimization problems like VM placement is 
necessary[21]. Load-balancing is a method of reassigning the 
entire load to the various nodes of a collaborative system to 
improve resource efficiency and the job's response time while 
avoiding a situation where specific nodes are overloaded and 
others are underloaded. A load-balancing algorithm involved in 
identity ignores the system's previous state or behavior, relying 
instead on the system's neighboring behavior. This load can be 
measured in terms of CPU, memory use, sluggishness, or 
network load[22]. Load-balancing's primary aim is to enhance 
device efficiency and functionality for today's QoS for IoT 
services in communication and data transfer. It is used in cloud 
computing systems to provide successful alternative solutions 
in the event of a system failure and to ensure the best possible 

use of system components. Load-balancing techniques are 
divided into two main models Static Model and Dynamic 
Model. First is Static Load-balancing: Static load-balancing 
occurs in a static environment where the output of algorithms 
is unaffected by the system's current state. As a result, user 
expectations do not change over time [23]. Second is Dynamic 
Load-balancing: The system's state has a significant impact on 
balancing the efficiency of the algorithms. Since resources are 
versatile in a dynamic environment, algorithms efficiently 
perform load-balancing[24]. 

An increasing number of computation-intensive and delay-
sensitive mobile apps keep appearing alongside the evolution 
of smart Mobile Devices (MD). The task migration issue in the 
context of cloudlet federation is the primary topic of this 
research[25]. Considered a cloudlet federation scenario 
involving three distinct Clouldlet service Providers (CLP) and 
a remote cloud. Cloudlet federation can efficiently minimise 
cloudlet deployment and management expenses by pooling 
resources among CLPs. Task migration faces new obstacles 
because CLPs vary in their user and resource counts. 

Proactive dynamic VM consolidation is used in this 
research to improve resource utilisation and performance 
without sacrificing the energy economy[26]. The suggested 
algorithm creates a fine-grained categorization that takes 
workload considerations into account by utilising machine 
learning techniques to create complementary profiles that 
reduce cross-application interference by strategically 
colocating HPC and non-HPC workloads. Real HPC workloads 
were simulated for the study using CloudSim. The outcomes 
proved that, in terms of the metrics in important areas, the 
suggested algorithm beats all heuristic methods[26-28]. 

This research examined the performance of the Equally 
Spread Current Execution load modelling method for Quality 
of Service, QoS aware task placement for the Internet of 
Things (IoT). Since the ESCE load modelling technique 
requires communication between the data centre and load 
balancer, the procedure results in overhead [29]. Intended to 
examine the behaviour of a large distributed system, this 
project investigated the study of ESCE load modelling using 
the CloudAnalyst simulator. The user-friendly interface of the 
CloudAnalyst simulator made it easier for analysts to set up 
simulations. This research has successfully analysed the 
performance of ESCE in various situations and proven that it 
works efficiently by implementing the correct configuration 
according to the scale of the application. 

The paper is divided into five main sections. The 
Introduction section provides a brief overview of the problem 
and research question, as well as an introduction to the relevant 
literature. The theoretical and proposed work section brief the 
overview of the research gap and the literature review, 
including the proposed work and some of the mathematical 
modelling techniques. The Methodology section outlines the 
research methods used, including the data sources and analysis 
technique. The Results section presents the findings of the 
research, while the Discussion section discusses the 
implications of the research and its implications for future 
research. Finally, the Conclusion section summarizes the 
research and provides suggestions for further research. 
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II. THEORETICAL AND PROPOSED WORK 

Critical analysis of vast amounts of data, including energy 
production and consumption, is required to develop a secure 
and sustainable energy system [30]. Due to the high demand 
for cloud services, much research has been done to improve the 
performance of the current existing load-balancing. Upon 
enabling the stability of cloud environments, load-balancing is 
a key role to ensure no node in the load-balancing is unequally 
utilized than the other [31]. A study has proposed a genetic 
algorithm-based task scheduling for load-balancing which 
demonstrated that the proposed method results exceed the 
performance of current load-balancing techniques [32]. 
Proposed algorithms are known to surpass basic static and 
dynamic load-balancing since their method has attempted to 
solve problems by creating an alternative to minimize the 
response time such as designing hybrid algorithms in taking a 
part of existing algorithms and attaching additional processes 
in the algorithm. 

Another study analyzed the response time of dynamic load-
balancing, their results showed that all algorithms used in the 
simulation, THR, ESCE and Particle Swarm Optimization 
(PSO) gave the same results when the resource is homogenous. 
Otherwise, entitled to swarm intelligence ability that the task 
can be executed more efficiently[33]. Most proposed work has 
proven that the existence of a variety of cloud computing 
aspects needs more systematic and advanced algorithms to 
cater for the complicated environment [34]. According to a 
study, analysis is done to compare the performance between 
three existing load-balancing types namely the Round Robin 
(RR), Equally Spread Current Execution (ESCE) and Throttle 
(THR) using CloudAnalyst by broker policy grouping and 
load-balancing which results showed that THR has the best 
performance compared to the other two as prevents overload 
efficiently by thresholding the available VMs list [35]. The 
analysis is done by different data centre policies in the same 
simulation scenario with nine possible load-balancing 
approaches and five different workloads which have obtained 
45 different results. Their work is quite similar to this analysis 
as they reviewed the performance of the load-balancing 
method to compare the results and determine which one has the 
best performance analytically. 

In another comparative study done to evaluate the 
performance of algorithms, the increasing number of users has 
been used as a variable as they claimed much previous research 
has not considered the increasing number of users as a 
contributor to the improvement of algorithms whereas in the 
simulation to compare three algorithms, RR, ESCE, and THR 
they have placed UB user base and data centres in the same 
region by neglecting the effect of geographical distance [36]. 
Their results proved that algorithms performance does increase 
with user numbers as initially in the simulation with 5000 
users, no significant difference can be seen between the three 
algorithms’ results. Another simulation has been done to 
analyze performance by using different service broker policies 
using four data centres all located in different regions but 
having the same amount of VMs which is 50 [37]. Simulation 
is done alternately for three different broker policies to analyze 
performance based on response time, request processing time 
and cost the results given THR has the best performance with a 

small processing cost compared to the others. While another 
study has focused on various policies utilized for load-
balancing, a simulation was done between all six different user 
bases that are utilized with four data centres and in these data 
centres 25 VMs, 50 VMs 75 VMs, and 100 VMs respectively 
announces to the 4 DCs [38]. The load-balancing algorithms 
compared are RR, ESCE, THR and First Come First Serve 
(FCFS) algorithms. The peak hour users set for those 6 user 
bases vary with each other and concluded that RR has the best 
integrated performance. Next is a comparative analysis 
comparing THR, RR, ESCE, FCFS, and Shortest Job First 
(SJF) [39]. In this analysis, they optimized 6 user bases in all 6 
regions respectively with 4 data centres in R0, R4, R2, and R3 
containing 15 physical machines consolidated with 10 VMs 
each. The results showed that FCFS performed the best when it 
is compared on a data centre processing time basis while ESCE 
performed best when it comes to the lowest total cost. They 
showed that a different basis can give different results. 

Analysis of the load modelling utilizing Equally Spread 
Current Execution (ESCE) load-balancing is the goal of this 
study. The CloudAnalyst simulator, an expanded piece of 
software created from the CloudSim toolkit, will be used as the 
approach abandoned for data collecting. A programmer called 
CloudSim toolkit is used to track internet behavior based on 
settings made in the simulation configuration. The 
CloudAnalyst simulator separates the user's global location into 
a few zones. Any region can be selected for the simulation, and 
the number of data centres can be adjusted correspondingly. 
The initial configuration setup will be the subject of the 
simulation. 

A. Modelling Technique 

This algorithm works based on load sets assigned to virtual 
machine sets at a given time. The mathematical model is 
defined by the following equations to calculate the processing 
time for a task to be executed. Eq. (1) is given by n as the 
number of sets for the load (L) or requests that need to be 
scheduled to servers. 

  *            + (1) 

Eq. (2) is given by k as the number of sets for virtual 
machines (V) in a particular data centre (D). 

  *            + (2) 

Eq. (3) is given by DL as the current data centre load. 

   *               + (3) 

Eq. (4) shows to find a function where the load set can be 
mapped (multiply) into virtual machine set (VL) and f(L), 
forming load VLi of each virtual machine Vi to be essentially 
equal. 

                   (4) 

Eq. (5) shows to calculate the time needed to allocate all 
tasks to virtual machine Vi, take 𝜏𝑂 as the time to execute task 
L0. 

       (  )(         )𝜏  (5) 
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When there is only one virtual machine, which means k=1 
and all available tasks will be executed serially on that one 
virtual machine, Eq. (6) shows the execution time will be the 
summation of all time and can be calculated as T1. 

      (         ) (6) 

And when k>1 which means there are more virtual 
machines available, all available tasks can be allocated (shared 
equally) to multiple servers. Making the serially executed task 
before becoming parallel since multiple virtual machines are 
working simultaneously. Thus, Eq. (7) shows the time needed 
to execute a task is calculated as Tk. 

                  (7) 

In conclusion, the goal is to solve the function to get the 
minimum of time needed to execute a task. 

III. METHODOLOGY 

This section explains the details of the flow chart of the 
proposed study and the simulation for the analysis of Equally 
Spread Current Execution Load Modelling for Cloud 
Computing. 

A. Flow Chart 

Fig. 2 shows the ESCE algorithm flowchart which depicts 
how the algorithm handles user requests. To ensure equal loads 
for every virtual machine (VM) involved in the algorithm, 
ESCE uses the spread spectrum approach. Receiving a request, 
the load balancer updates the index table with the VM status 
count and scans the request in the index table before allocating 
it to an available VM. The parallelogram represents the 
beginning of the user request, the square shape of  the process 
carried out by the simulator to evaluate the request before 
sending it to the virtual machine, and the diamond is the choice 
made by the load balancer of which virtual machine to send the 
user request to be processed. The virtual machine count and 
availability are stored in data storage with a cylinder shape. 

B. Simulation 

Equally Spread Current Execution (ESCE) is a cloud 
analytic methodology that is used to optimize the performance 
of cloud services. It is a cost-effective method of achieving 
higher throughput in the cloud. ESCE works by dynamically 
spreading the current execution load across multiple servers in 
order to evenly distribute the load. This helps to reduce the 
load on any one server, thus increasing the overall performance 
of the cloud. Additionally, ESCE can also be used to improve 
the scalability of the cloud environment. By leveraging 
multiple servers, the cloud can handle larger workloads without 
experiencing any performance degradation. ESCE is an 
effective way to improve the performance and scalability of 
cloud services and can be implemented in a variety of cloud 
environments. 

The simulation is started by identifying the desired system 
components such as virtual machines, storage, network 
components and the desired number of resources for each 
component. A simulation tool that will be used to measure the 
performance of the system was developed using CloudAnalyst. 
This tool should include the ability to measure system 
performance and resource utilization. The simulation began 

with powering the software application. The user base (UB), 
data centre (DC), and load-balancing policy were identified in 
the simulation configuration, in this example, the Equally 
Spread Current Execution (ESCE). Execute the simulation tool 
and analyze the results. This includes measuring the average 
response time, resource utilization, throughput, and scalability 
of the system. The entire simulation lasted for 60 minutes. The 
number of data centres and virtual machines is a controlled 
variable in this simulation. The changes in outcome were 
determined by both variables. Based on a few initial setups, 
this software was used to simulate and study the cloud 
environment. The Equally Spread Current Execution (ESCE) 
load balancer paradigm was employed in this study to examine 
load-balancing performance. Response time, data centre 
processing time, and virtual machine (VM) cost are the 
outcomes tracked. The system configuration and workload 
have been optimized to achieve the desired performance and 
re-run the simulation tool and analyze the results. Fig. 3 
illustrates how the CloudAnalyst simulator, an extension of the 
CloudSim toolkit, simulates scenarios based on internet 
behavior [40]. Build with a clear graphical user interface, the 
simulator's main objective is to separate experimentation 
activity from mapping exercises so the modeler may focus on 
the issues rather than the technicalities. 

 

Fig. 2. ESCE execution process flowchart 
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Fig. 3. Graphical user interface (GUI) of CloudAnalyst 

IV. RESULT AND DISCUSSIONS 

This section describes the result of the simulation and the 
discussions for the simulation in the CloudAnalyst toolkit. This 
analysis was run in the CloudAnalyst simulator, the data is 
worked from an application “Facebook” known to be one of 
the examples of cloud computing applications. North America, 
Africa, and Oceania have been chosen to be the regions where 
user bases are assigned. The software identified these regions 
as R0, R4 and R5 respectively. There are more than these three 
regions in the software to be selected from, but they are chosen 
based on the approximate distance from each other to balance 
the outcome of simulation scenarios. The statistics of Facebook 
users in 2022 showed that R0 has 201.3 million users, R4 is the 
region with the highest number of users at 242.2 million and 
lastly, and R5 with 21.0 million. 

A. Configurations 

Table I presents the user number details for peak and off-
peak hours. Table II presents the detailed settings for different 
simulation scenarios. There are a few different scenarios for 
simulation testing to get the desired results. Based on the 
statistical information, each region was set to only 10% of the 
total user number for peak-hour users and 5% for off-peak 
hours. The number of requests coming in is assumed to be once 
per five minutes for R0 and R5, while once per ten minutes for 
R4. The data size for a request is set to 100b. All simulation 
scenarios were run for 60 minutes with user grouping factor in 
user bases at 1000, request grouping factor in data centres at 
100 and executable instructions length per request at 500 bytes. 
The load-balancing policy used is the Equally Spread Current 
Execution Load (ESCE) since it is the main objective of this 
analysis. The data centres are set to a memory of 1024 Mb. 
Other unmentioned configurations are unchanged in their 
default settings. 

B. Response Time 

Response time is the time taken to respond to requests 
coming in from clients. Lower response time means the load-
balancing algorithm is doing a good job. Fig. 4 shows the 
analysis of the DC location as the variable. Three different 
simulation scenarios run with one DC in each simulation with 
the DC being located at R0, R4 and R5 alternately. Average 
overall response time showed DC located at R0 having the 
shortest response time compared to DC located at R4 and R5. 

TABLE I. User NUMBER FOR PEAK AND OFF-PEAK HOURS 

Region 

User number 

Peak Hour(million) Off-Peak Hour (million) 

R0 4.026 2.013 

R4 4.844 2.422 

R5 0.420 0.210 

TABLE II. DETAILED SETTINGS FOR DIFFERENT SCENARIOS 

Simulation 
DC 

Number 

Different scenarios 

VM 

Number 

DC Location 

(Region) 

Service Broker 

Policy 

1 1 100 R0 Closest Data Centre 

2 1 100 R4 Closest Data Centre 

3 1 100 R5 Closest Data Centre 

4 1 1000 R0 Closest Data Centre 

5 1 10 R0 Closest Data Centre 

6 3 100 R0, R4, R5 Closest Data Centre 

7 3 100 R0, R4, R5 
Optimise Response 

Time 

8 3 100 R0, R4, R5 

Reconfigure 

Dynamically with 

Load 

 

Fig. 4. Average overall response time analysis based on one data centre (a) 

at a different location 

Fig. 5 shows the result of the simulation run with three 
different numbers of VMs. 10 VMs gives the shortest response 
time analysis at 13.05 seconds among all three followed by 100 
VMs at 15.05 seconds and 1000 VMs at 15.25 seconds. 100 
and 1000 VMs gave only slightly different result from each 
other but is still significant with the difference being 
approximately 0.2 seconds which is quite big since original 
data are analyzed in milliseconds. 
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Fig. 5. Average overall response time analysis based on one data centre at a 

different number of VM 

Fig. 6 presents the result given by applying different 
brokerage policies in three different simulations to analyze the 
response time given by each brokerage policy. The Optimize 
Response Time Brokerage policy has the shortest response 
time at 8.63 seconds, followed by reconfigure dynamically 
with load at 13.31 seconds response time and the closest data 
centre at 13.40 seconds. Response time is also observed by 
region and all three regions gave different results depending on 
the variables carried out for each simulation. Fig. 7 illustrates 
the result of response time with different DC locations. This 
result showed that all three locations gave R5 the shortest 
response time. 

Fig. 8 presents all VMs number categories that had the 
same result with R5 being the region with the shortest average 
response time. Fig. 9 shows that given three DC in total with 
one at each region respectively, R5 also have the shortest 
response time among the three regions which is small 
compared in number. 

 

Fig. 6. Average overall response time analysis based on three data centres 

for different brokerage policy 

 

Fig. 7. Average response time by region based on one data centre at a 

different location 

 

Fig. 8. Average response time analysis by region based on one data centre 
with a different number of VM 

 

Fig. 9. Average response time analysis by region based on three data centres 

for different brokerage policies 

C. Average Data Centre Processing Time 

The data centre processing time analyzed the DC capability 
to work under different conditions. Fig. 10 shows one DC 
placed at different locations giving the shortest average 
processing time of 14.55 seconds when located at R4. Fig. 11 
shows processing time took only 12.38 seconds for 10 VMs in 
one DC compared to 14.71 seconds for 100 VMs and 14.90 
seconds for 1000 VMs. 

 

Fig. 10. Average DC processing time analysis based on one data centre at a 

different DC location 
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Fig. 11. Average DC processing time analysis based on one data centre with a 

different number of VM 

Fig. 12 describes the result of DC processing time for the 
simulation with different brokerage policies. Results showed 
that Optimize Response Time Brokerage policy gave the 
shortest processing time for the data centre at 8.36 seconds 
compared to the other two brokerage policies. 

 

Fig. 12. Average DC processing time analysis based on three data centres for 

different brokerage policy 

D. Resource Utilization (Cost) 

Defined to check the utilization of resources. It is related to 
cost. Resource utilization in a system should be maximized to 
avoid clients paying for any unused resources. All cost used in 
the simulation is as shown in Table III. 

One data centre with 100 VMs would cost approximately 
10$ each. Brokerage policy simulation only used one data 
centre for each different brokerage policy. Fig. 13 shows that 
all cost does not differ much from each other. 

TABLE III. COST-DETAILED SETTING FOR EACH DC 

Category Price ($) 

Cost per VM ($/hr) 0.1 

Memory Cost ($/s) 0.05 

Storage cost ($/s) 0.1 

 

Fig. 13. VM cost analysis by region based on three data centres for different 

brokerage policy 

VM cost would differ depending on how much VM is 
assigned in a data centre. Fig. 14 shows the result for the 
simulation of different DC locations but all having one data 
centre at a time and 100 VMs. Each DC cost the same since all 
have the same VM number. Fig. 15 shows a clear difference 
since the three simulation uses a different amount of VM in 
one data centre. 10 VMs is the cheapest since 1 VM used per 
hour only cost 0.1$. 1000 VMs cost only 80$ and not 100$ 
since normally cloud plan offers some discount for certain 
packages subscribed. 

 

Fig. 14. VM cost analysis based on one data centre at a different DC location 

 

Fig. 15. VM cost analysis based on one data centre with a different number of 

VM 

Fig. 16 shows three data centres would cost approximately 
30$ since one data centre costs 10$. The reconfiguring 
dynamically with load brokerage policy gave off 30.22$ since 
the machine worked according to load changes. The 0.22$ 
difference is the result of algorithm work to be reconfigured 
according to load. 
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Fig. 16. VM cost analysis based on three data centres for different brokerage 

policy 

Data transfer costs depended on the DC location. Data 
transfer costs would be higher if the distance between the DC 
location and the region where requests come from is quite far. 
Fig. 17 shows that in the closest data centre and reconfigure 
dynamically with load brokerage policy the region with the 
cheapest data transfer cost is R5 since the DC location is closer 
to any of the other two regions but, in optimizing Response 
Time Brokerage policy, the algorithm had to work based on the 
policy despite the location of DC. Hence, the cheapest cost for 
this brokerage policy only went as low as 106.91$ at R0. The 
total data transfer cost for one data centre at a different location 
is lowest when DC is located at R0 and R5 with both being 
385.11$. Data transfer cost is calculated at a total of DC 
transferring data to all assigned regions. Fig. 18 illustrates there 
is only one data centre at a time which would make all three 
regions assigned to the one DC to carry out task execution 
work. 

 

Fig. 17. DT cost analysis by region based on (a) three data centres for 

different brokerage policy 

 

Fig. 18. DT cost analysis by region based on one data centre at a different DC 

location 

Fig. 19 shows 100 VMs and 1000 VMs having the same 
results of 385.11$ while 10 VMs costs 504.3$. This is because 
the lower number of VMs had to do more work to execute data 
before transferring it to the user in their respective regions. 

 

Fig. 19. DT cost analysis based on one data centre with a different number of 

VM 

Fig. 20 illustrates the brokerage policies have equal same 
results of 385.11$ in data transfer cost since simulations were 
carried out with one data centre located respectively at each 
region. All regions have their own data centre to process tasks. 

 

Fig. 20. DT cost analysis by region based on three data centres for a different 

brokerage policy 

V. CONCLUSIONS 

This study has successfully analysed the three main factors 
of cloud computing which are off-peak resource utilisation, 
minimum data processing time, and minimal average response 
time. To optimize the response time brokerage policy for cloud 
computing, a simulation for the equally spread current 
execution load has been developed. This simulation has 
considered the current workload of each cloud system, the 
expected workload in the near future, and the existing 
resources of each system. The goal of the model is to ensure 
that the workload is evenly balanced across the cloud systems, 
to ensure that no one system is overloaded while another is 
underutilized. The result of this simulation was able to allocate 
the workload among the cloud systems in a way that optimizes 
response time and meets the goals of the system. This can be 
done by assigning the workload to the system that can best 
handle it, or by using techniques such as load-balancing or 
resource scheduling. It should also consider the future growth 
of the cloud system. This can be done by allowing for future 
increases in workloads. 
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