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Abstract—The idea of noisy states can be derived through a 

quantum relative entropy over a given time period and construct 

the average value of   at time based on the system variables. A 

random Hermitian matrix is used to represent the quantum 

system observables with BATH states. The Hudson-Parthasarathy 

(HP equation) context for stochastic processes allows us to 

simulate quantum relative entropy using quantum Brownian 

motion. The Sudarshan-Lindblad's density evolution matrix 

equation was already derivable in generalized form in my 

previous work.  This paper's goal is to illustrate how the HP 

equation may be used to estimate the density matrix for noise in a 

perturbed quantum system of a stochastic process. The last stage 

involves using MATLAB to estimate and simulate a random 

density matrix and measure the quantum average           at 

various times. These formulas would be helpful in determining 

how sensitive the evolving/evolved states are to changes in the 

Hamiltonian of the noise operators in a sensitivity/robustness 

study of quantum systems. 

Keywords—Schrödinger equation; Ito calculus; quantum 
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I. INTRODUCTION 

The origin of Quantum mechanics in 1925, has been 
expressed to solve many problems and conceived as a 
generalization of classical mechanics with an added quantum 
indeterminism [1]. A number of open problems in quantum 
information theory revolve around whether certain quantities 
are additive or not. The oldest one was the Holevo capacity 
method. According to this conjecture, entangled signal states 
do not improve quantum channel capacity. A second additivity 
conjecture concerns the minimum entropy of the quantum 
channel's output [2-4]. As a result, the linear Hilbert space 
structure is given priority while the probabilistic structure is 
added almost as an afterthought. It has the unfortunate 
consequence that in the standard approach to Quantum 
Mechanics, the dynamical and probabilistic aspects of quantum 
theory are not quite compatible. There are two distinct modes 
of wave function evolution: the linear Schrödinger evolution 
and the probabilistic wave function collapse [5]. 

A brief but interesting discussion is given on the 
computation of atomic transition probabilities when the atom 
interacts with an electromagnetic field. We then calculate using 
this expression of the atomic state, the average value of an 
observable on the quantum system as a function of time in 
terms of the information bearing sequence and use these 
formulae to derive estimates of the information sequence from 
a continuous measurement of the observable average [6-9]. 

After this, we obtain a more accurate description of the 
measurement and estimation process. When the quantum 
system is in a pure or mixed state, the measurement of an 
observable causes the state of the system to collapse to one 
whose range is contained in the orthogonal eigen-projection of 
the observable associated with the eigenvalue of X that has 
been observed as the outcome. After such a measurement at 
time t1, the system again evolves from the collapsed state 
under the same Hamiltonian upto time t2 > t1when once again 
the same observable is measured. Again the state of the system 
collapses to a state decided by the corresponding eigen-
projection and the system evolves from this collapsed state. If 
P is the eigen-projection and ρ is the state just prior to the 
measurement, then the probability of observing the 
corresponding outcome is Tr ρP . In this way, we are able to 
compute the joint probability of measuring a subset (possibly 
repeated) of eigenvalues of the observable at a finite set of 
times t1, . . . , tN, with each time the measurement being made, 
the system collapsing to a state corresponding to the associated 
eigen-projection [9-13]. Using quantum measurement models, 
we examine what kind of measurements can be made on 
quantum systems, as well as how to determine the probability 
that a measurement will yield a certain result. In order to find 
out the effective measurement of quantum states, that 
technique is very important because there should be a 
minimum uncertainty of the state with sensitivity to their 
environment. 

One way to describe the output of a single mode, stabilized 
laser is as a coherent state. An analogy between quantum-
mechanical and classical particles oscillating in a harmonic 
potential is coherent states [5], [7], [11] [24]. Coherent state are 
eigenstates of the annihilation operator. Coherent states are 
eigenstates of the annihilation operators’ fields. In quantum 
field theory, creation and annihilation operators’ fields are used 
to correlative the electromagnetic four potential vector field. 
Thus in a coherent state, one part of the electromagnetic field 
has defined amplitude and phase. The state 

|n1, n2, . . . , nN >correspond to nj photons or the jth type being 

present in the bath. Thus |n1, n2, . . . , nN >is an eigenstates of 

the number operators ak
†ak with eigenvalue nk  [8], [10], [19-

23]. 

A bit flip is the only possible error in classical computing 
while bits are being transferred. Since any rotation or phase 
shift in Hilbert space represents an error, there are an endless 
number of distinct faults that could happen for a single qubit in 
the quantum scenario. During the measurement, a compatible 
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subspace is projected from the quantum state. When the error is 
measured, it is brought down to a level that is reasonable for 
the measurement. In comparison to quantum noise, classical 
noise has fewer degrees of freedom, making it commutative 
unitary quantum noise. Classical noise can be created as a 
particular instance of quantum noise by taking into account the 
approximate states of both. The novelties of this approach are; 

  The time-dependent creation, annihilation, and 
conservation are introduced in the unique method for 
quantum stochastic calculus developed by Hudson and 
Parthasarathy (HP), which satisfies the quantum Ito 
calculus formula for the product of time differentials of 
these processes. 

  It is demonstrated that the quantum Ito formula of HP 
naturally evolves into a spectral commutative version of 
the classical Ito formula for Brownian motion and the 
Poisson process.  

  The Boson Fock space, which is a family of non-
commuting operators that specialize to Brownian 
motion when the state is selected appropriately [12–15], 
is shown to provide the basis for creating fundamental 
quantum noise processes in this paper [10–11]. 

  The linear stochastic model is generalized by HP 
equations.  

  The Schrödinger equation defines a system's unitary 
evolution when it is coupled to a noisy environment. 
Because particles can move from the system into the 
bath and from the bath back into the system, total 
probability is conserved, which explains why system 
tensors with BATH exhibit joint unitary evolution [25–
29].  

  In the HP theory, quantum noise is just a family of non-
random operators in Fock Space. When we examine the 
stochastic linear operator in particular states, 
randomness appears in all situations. The quantum 
theory naturally incorporates randomness [14–19]. The 
classical Ito table is generalized by the quantum Ito 
tables. 

As a result, our main contribution to this study is that 
infinite-dimensional systems, such as the HP equation, must be 
truncated in order to achieve a finite-dimensional 
approximation, which can then be easily reduced utilizing 
MATLB through discrimination approaches. We have 
determined how quickly the respective entropies of the two 
quantum systems change. Based on their geometric measure of 
entanglement, some mixed states should allow for the 
analytical calculation of the rate of change of quantum relative 
Von Neumann entropy. The principle can be regarded of as a 
generalization of both the maximum entropy principle and the 
minimal entropy production principle, both of which are 
frequently employed in non-equilibrium thermodynamics. This 
justifies the employment of the principle in the context of 
optimum learning systems [30-34]. With the use of the 
symmetric tensor product of a specific Hilbert space, we create 
the Boson Fock space, which can explain any number of 
bosons. The Boson Fock space serves as the foundation for 

creating fundamental quantum noise processes, such as the 
noncommuting family of operators that, given the right state 
selection, specialize to Brownian motion and Poisson 
processes. A tensor product connects the system Hilbert space 
to the Boson Fock space, also known as the noise Bath space. 
Then, we construct the creation, annihilation, and conservation 
operator fields in the Boson Fock space in accordance with 
R.L. Hudson and K.R. Parthasarathy's wonderful methodology. 

The rest of this paper is written as follows: In Section II, 
Observable of Quantum Systems using mathematical 
representations is described. In Section III, the mathematical 
model of quantum relative entropy for the evolution of two 
quantum systems is described. In Section IV, the NSER (noise-
to-signal energy ratio) to validate the performance criterion is 
computed. Concluding thoughts are discussed in Section V. 

II. OBSERVABLE OF QUANTUM SYSTEMS 

A finite level of a quantum system {A, B} and each system 
can be described by a finite dimension of Hilbert space 

{HA, HB}. An element of Hilbert space H is an n × n 
Hermitian matrix with complex entries, called ket vector 
|u >and if the same function is linear of the Hilbert space then 
it is bra vector< 𝑣|. The density matrix of a quantum 
mechanical system is used to compute the mean value of 
observables. An operator on a Hilbert space with unit trace that 
is positive semidefinite is called a density operator ρ. In order 
for an operator to be considered positive semi definite, it must 
be Hermitian and have no negative (necessarily real) 
eigenvalues [5], [22]. Let ρ is a density matrix of a quantum 
system and X, Y two observable on the same Hilbert space. 
Assume that, Tr ρX = Tr ρY = 0. Note that Tr ρ[X, Y]  is a 
purely imaginary complex number. A system observable is 
changed into a system plus noise variable after a finite amount 
of time by this unitary evolution, which operates on the tensor 
product of the system and noise Hilbert space. Based on 
observations made up to time t, an estimate of this noisy 
observable at each time t is required. In order to do this, the 
measurement process must, however, satisfy the non-
demolition property, which requires that the measurement Von 
Neumann algebra is Abelian and that the measurement at time 
s commutes with the state at time t for time t≥s. 

Suppose the observable X evolves in time as  X t =
eitH. X. e−itH, t ≥ 0. Then, X(t) satisfies the Heisenberg 
equation of motion for observables: 

dX t 

dt
= i[H, X t ].  

Let ρ be a density matrix on the same Hilbert space then 
Tr ρ t X = Tr ρX t  . For all observables X, then ρ t =
e−itH. ρ. eitH and deduce that, 

dρ t 

dt
= i[H, ρ t ]. 

Therefore, these results can be interpreted in terms of 
Schrödinger's wave mechanics and Heisenberg's matrix 
mechanics. Let ρA and ρB be two destiny matrices on ℂ⬚d 
(both are positive define with trace one). So, to determine a 
unitary matrix U such that ∥ ρB − UρAU

∗ ∥ is a minimum, 
where ∥. ∥ denotes Frobenius Norm [23]. 
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Let U be the optimal unitary matrix. Then for any 
Hermitian matrix H must have, 

d

dt
∥ ρB − UeitHρAe−itHU∗ ∥t=0

2 = 0 

This gives, 

Tr  ρB − UρAU
∗ U[H, ρA]U

∗ = 0 

or equivalently, 

Tr  U
∗ρBU − ρA [H, ρA] = 0 

or 

Tr [ρA, U
∗ρBU]H = 0 

For all Hermitian matrices H. It follows that U must satisfy 
[ρA, U

∗ρBU] = 0 or [U∗ρAU, ρB] = 0. By performing an 
average over the bath noise variables at each time, we are able 
to describe how system observables evolve when they are 
corrupted by bath noise in a way that ensures the system 
observable always remains a system observable. 

III. MATHEMATICAL MODEL OF QUANTUM RELATIVE 

ENTROPY 

A quantum relative entropy is evolving in between two 
quantum systems ρA t  and ρB t  are density matrices 
satisfying the Sudarshan- Lindblad equation [33]: 

ρA
′  t = −ι[HA, ρA t ] −

1

2
θ1 ρA t ) 

ρB
′  t = −ι[HB, ρB t ] −

1

2
θ2 ρB t   

Where,θ1 X = ∑
k=1

p

 Lk
∗ LkX + XLk

∗ Lk − 2LkXLk
∗   

θ2 X = ∑
k=1

p

 Mk
∗MkX + XMk

∗Mk − 2Mk
∗Mk  

Assume H2 − H1 and Mk − Lk upto O ε , then calculate 
upto O ε2 . 

d

dt
Tr ρAlogρA = Tr 

dρA

dt
 + Tr ρA

d

dt
logρA  

so by ρA = eZ1 , ρB = eZ1, 

ρA
′ = eZ1

I − e−adZ1

adZ1

 Z1
′   

Thus, 

Z1
′ = ρA

−1 ∑
r=1

∞

cr adZ1 
r ρA

−1ρA
′   

Tr ρA

d

dt
logρA = Tr ρAZ1  

= ∑
r=1

∞

crTr ρA adlogρA 
r ρA

−1ρA
′    

(since Tr ρA
′  = 0),  so 

d

dt
Tr ρAlogρA = Tr[ρA

′ logρA] and,  

d

dt
Tr ρAlogρB = Tr ρA

′ logρB + T ρAZ2
′   

Z2 = logρB, then Z2
′ =

adZ2

1−e−adZ2
 ρA

−1ρB
′   

Tr ρAZ2
′  = Tr{ρA adZ2 ∑

m=0

∞

e−m.adZ2 ρB
−1ρB

′   } 

= ∑
m=0

∞

Tr ρB
mρAρ2

−m−1[Z2, ρB
′ ]  

so,    
d

dt
S ρA, ρB =

d

dt
Tr ρAlogρA − ρAlogρB  

= Tr ρA
′ logρA − Tr ρA

′ logρB − Tr ρAZ2
′   

 = Tr T1 ρA logρA  − Tr T1 ρA logρB  

+ ∑
m=0

∞

Tr ρB
mρAρB

−m−1[logρB, T2 ρB ]  

Where, Tk ρ = −ι[Hk, ρ] −
1

2
θk ρ , k = 1,2… 

Special case θ1 = θ2 = 0 (No noise). Then, in this case we 
find 

d

dt
S ρA, ρB = ιTr{ HA − HB [ρA, logρB]} 

When it comes to general terms ρ2 = ∑
α=1

p

pα|eα⟩⟨eα| is the 

spectral representation of ρBwith pα > 0,  ∀α. Then let 
X = [ρA, logρB], we get 

ρB
N[ρA, logρB]ρB

N = 

∑
α,β=1

p

 pα/pβ 
N|eα⟩⟨eβ|⟨eα|X|eβ| 

If we assume that pα > pα ⟹ ⟨eα|X|eβ⟩ = 0 then, 

lim
N→∞

ρB
N[ρA, logρB]ρB

−N
 

= ∑
α,β:pα=pβ

|eβ⟩⟨eα|X|eβ| = X
˜

 

and we then get 

d

dt
S ρA, ρB  

= ιTr{ HA − HB X} + ιTr{HBX
˜

} 

We note that 

X = [ρA t , logρB t ] ≡ X t  

= [U1 t ρA 0 U1
∗ t , U2 t logρB 0 U2

∗ t ] 

 = U1 t ρA 0 U1
∗ t U2 t logρB 0 U2

∗ t  

−U2 t logρB 0 U2
∗ t U1 t ρA 0 U1

∗ t  

Where, U1 t = exp −ιtHA , U2 t = exp −ιtHB   

Now assume, U1
∗ t U2 t →

t→∞
Ω, (scattering matrix) 
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Then, lim
t→∞

Tr  HA − HB X t   

=lim
t→∞

Tr{U2 ∗  t U2 HA − HB U1 t ρA 0 ΩlogρB 0  

Now, 

d

dt
U2

∗ t U1 t = −ιU2
∗ t  HA − HB U1 t  

Write, Ω = Ω ∞ = lim
t→∞

U1
∗ t U2 t ; 

Ω t = U1
∗ t U2 t . 

Then,   U2
∗ t  HA − HB U1 t = −ιΩ′ t , 

and we get,lim
t→∞

Tr  HA − HB X t   

= ιTr{Ω
′ ∞ ρA 0 Ω ∞ logρB 0 . 

If Ω′ ∞ = 0 then this vanishes and we get, 

lim
t→∞

d

dt
S ρA t , ρB t  = ιTr{HBX

˜

 ∞ } 

We've seen that 

d

dt
S ρA, ρB = ιTr{HA[ρA, logρB]

+ι lim
N→∞

Tr{HBρB
N[ρA, logρB]ρB

−N}

−ιTr{HB[ρA, logρB]}

 

Let, Ω t = U1
∗ t U2 t . 

Then, 

[ρA, logρB]

= U1 t ρA 0 U1
∗ t logρB 0 U2

∗ t 
 

= U1 t ρA 0 Ω t logρB 0 
U2

∗ t 
 

So, 

ιTr{ HA − HB [ρA t , logρB t ]} 

= ιTr{U2
∗ t  HA − HB U1 t ρA 0 Ω t logρB 0  

     

 = −Tr{Ω
∗′ t ρA 0 Ω t logρB 0 } 

and, 

Tr{HBρB t 
N[ρA t , logρB t ]ρB t 

−N} 

= Tr{HBU2 t ρB 0 
NU2

∗ t U1 t ρA 0 

U1
∗ t U2 t logρB 0 ρB 0 

−NU2
∗ t }

−Tr{HBU2 t ρB 0 
Nlog ρB 0  U2

∗ t 

U1 t ρA 0 U1 t UB t ρB 0 
−NU2

∗ t 

 

= Tr{HBρB 0 
NΩ t logρB 0 ρB

−N

−Tr{HBρB
NlogρB 0 Ω

∗ t ρA 0 Ω t ρB
−N}

 

Also note that 

Tr{U2
∗ t  HA − HB  

U1 t ρA 0 Ω t logρB 0 }  

= Tr{U2
∗ t U1 t HA 

−HBU2
∗ t U1 t ρA 0 Ω t logρB 0 }

 
= Tr{ Ω

∗ t HA

−HBΩ
∗ t  ρA 0 Ω t logρB 0 }

 

So, 

d

dt
S ρA t , ρB t  =

lim
N→∞

ι lim
N→∞

Tr{HBρB 0 
N[Ω∗ t ρA 0 Ω t logρB 0 ]ρB

−N 0 }

+ιTr{ Ω
∗ t HA − HBΩ

∗ t  ρA 0 Ω t logρB 0 }

 

Let, ρB 0 = ∑
α=0

r

pα o pα be the spectral distinct positions 

of ρB 0 . Thus {ρA 0 , . . , ρr 0 }are distinct, ∑
α
pα 0 Tr pα =

1, ∑
1

r

pα = I, PαPβ = Pαδαβ,  Pα
∗ = Pα. 

In this paper, the rate of change entropy of the two quantum 
systems is solved and the parameters of the Hamiltonians of 
the noise operators are determined, which will yield the exact 
value of the relative entropy of entanglement. 

Let us consider, 

ρA
′  t = −ι[HA, ρA t ] and 

ρB
′  t = −ι[HA, ρB t ] −

1

2
θ ρB t   

Where, 

θ X = L ∗ LX + XL ∗ L − 2LXL ∗ 

Then, 

d

dt
Tr ρAlogρA = 0 

d

dt
Tr ρAlogρB 

= Tr ρA
′ logρB + Tr ρAZ2

′  
 

Z2
′ =

adZ2

1 − e−adZ2
 ρB

−1ρB
′  

= adZ2 ∑
m=0

∞

e−m.adZ2 ρA
−1ρB

′  
 

= adZ2 ∑
m=0

∞

ρB
−m−1ρB

′ ρB
m  

So, 

Tr ρA, Z2
′  = ∑

m≥0
Tr ρAρB

−m−1[Z2, ρB
′ ]ρB

m  

= −ι ⬚

m≥0

Tr ρAρB
−m−1 Z2, [HB, ρB] ρB

m 

−
1

2
∑

m≥0
Tr ρAρB

−m−1[Z2, θ ρB ]ρB
m 
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d

dt
Tr ρAlogρB =

Tr ρA
′ logρB − ι ∑

m≥0
Tr ρAρB

−m−1[Z2, [HB, ρB]]ρB
m 

−
1

2
∑

m≥0
Tr ρAρB

−m−1[Z2, θ ρB ]ρB
m 

 

In conclusion, the change in relative entropy of the two 
quantum systems is given below; 

d

dt
S ρA, ρB =

d

dt
Tr ρAlogρA − ρAlogρB 

 

= Tr ρA
′ logρA − Tr ρA

′ logρB − Tr ρAZ2
′   

d

dt
S ρA, ρB = −Tr ρA

′ logρB  

+ι ∑
m≥0

Tr ρAρB
−m−1[Z2, [HB, ρB]]ρB

m  

+
1

2
∑

m≥0
Tr ρBρB

−m−1[Z2, θ ρB ]ρB
m  

Where, 

θ ρB = L ∗ LρB + ρBL ∗ L − 2LρBL ∗ 

In order to calculate in time, the initial signal of observable 
X, the noisy Schrödinger equation is simulated by using a large 
set of exponential vectors in the Boson-Fock space for noisy 
baths, and an orthogonal basis for the signal Hilbert space. 

IV. RESULTS AND DISCUSSIONS 

The observable with the ideal theta value is shown in this 
section, along with a graphic of the noise to signal energy ratio. 

A. The Expectation Value of an Observable of Two Quantum 

System 

This paper is used to determine the average value X, which 
is expressed by X = Tr ρX  of the state of a quantum-
mechanical system as described by its density operator ρ with 
Tr ρ =1. The definition of the observable X, which is a 2×2 
random Hermitian matrices, as well as the values of H0 and V, 
constitute the first step in the analysis. It computes this matrix's 
eigenvalues and accompanying eigenvectors. 

By comparing the expected value of an observable in a 
mixed state with the expected value of the observable in 
several mutually orthogonal pure states, one can obtain the 
expected value of the observable in the mixed state [12-15]. 
Our results are explaining the quantum average measure value 
to extra the information with effecting of the AWGN and 
stochastic noise and we will evaluate the performance of our 
algorithm in the presence of BATH states, that is, compute the 
noise to signal ratio of the given estimate of 𝛿𝜃, that is, 𝐸(||𝛿(𝜃) 
– 𝛿’(𝜃)||

2
). Using functional analysis and strict mathematics, it 

is possible to generate the quantum noise. In particular, we 
demonstrate how some important stochastic processes from 
classical probability theory, such as the Brownian motion and 
Poisson processes, can be viewed as special cases of quantum 
stochastic processes, which are a family of non-commuting 
observables in a particular type of Hilbert space called the 

Boson Fock space when observed in particular states. The 
randomly generated two Hamiltonian of the given system and 
find the Eigenvalues through MATLAB. 

Algorithm 1: An algorithm of the expectation value of 

an observable of two quantum system 

Data: observable X ≥ 0 

Result: X = Tr(ρX) 

Density operator = ρ; 

Tr(ρ) = 1; 

H0  ← Hermitian Operator; 

V ← Hermitian Operator; 

Taking the initial state ψ 

ψ0 = rand(3,1) + i * rand(3,1) 

For making norm = 1 of ψ 

φ ←   choose 

ψ0 = 
ψ0

norm ψ0 
         

sum ψ = zeros(2, 2, N) 

A1 ←  choose 

A2  ← choose 

P1  ←  choose 

P1  ←  choose 

I = 0 ← choose 

Q = (A1 ⊕ P1) + (P1 ⊕ A1) + (A2 ⊕ P2) + (P2 ⊕ A2) + 

(A3 ⊕ P3) + (P3 ⊕ A3) 

while N ≠ 0 do 

 if N is integer value of qubit then 

  X ← Tr X
∗  × X ← minimum; 

  θ =  0.5 ∗  Tr A ∗ A′ ∗ real f1 ∗ f1
′ ∗

real f1 ∗ f1
′ ∗ Tr A

2   −1 ∗ real f1 ∗ Tr A ∗ Q   
  is Minimum 

 end 

 otherwise: δθ = 
real Tr δP∗Q  

Tr Q∗Q′ 
 ← estimating 

 is Minimum 

end 

Where, 

𝛿P=𝛿𝜃*Q 

And, 

HA = rand (2,2) + j*rand (2,2); 

HA= [ 0.8178.   0.4275 - 0.0756i; 

0.4275 + 0.0756i    0.0225] 

The Hermitian matrix equation of the Hamiltonian of the 
first system is given below; 

HA=(HA+HA’)/2 

HB=rand (2,2) + j*rand (2,2); 

HB=[  0.4229   0.3464 - 0.0307i; 

0.3464 + 0.0307i    0.4709] 
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The Hermitian Matrix equation of the Hamiltonian of the 
second system is given below; 

HB=(HB+HB’)/2; 

First, initialize the states and choose the value of A1, A2, P1 
and P2 for estimating the theta. So, the estimated value of θ is 
0.33 for 2×2 matrices, additionally, if we increase the size of 
the qubit, the estimated values of θ is 0.28 for 3×3. Then 
second, we are designed δX for 2×2 matrices, consider δθ=0.33 
with a random noise generating from random AWGN. 

Since the collapse postulate is taken into account, 
continuous measurement is not covered in this section. A 
single measurement is known to cause the system's state to 
collapse to the eigenstate of the measured observable, which 
corresponds to the observed result. Since the metric above only 
displayed the minimal value of the observable, it is clear that, 
for each time index of T, the value of our error energy function 
approaches zero or its smallest value. 

B. NSER (Noise- to-Signal Energy Ratio) of Entropy 

We can use the NSER as a performance index to calculate 
the impact of this noise on the error energy. This chart, which 
is displayed below, shows how noise to signal energy ratios 
can remain low over an extended length of time, which verifies 
a successful performance. Using the Frobenius norm, we must 
minimize the error function or cost function. 

The error function has to be determined the optimum 

operators L1, L2, S, so that ∫
0

T
∥ ρs t, u − ρd t ∥2 dt is a 

minimum. Assuming the function u t ,0 ≤ t ≤ T and H given. 

NSER  = 
∥𝜌𝑠 𝑡,𝑢 −𝜌𝑑 𝑡 ∥

2

𝜌𝑑 𝑡 2
 = 

𝜁𝑚𝑖𝑛

𝜌𝑑 𝑡 2
 

Algorithm 2: NSER (Noise – to – Signal Energy Ratio) of 

entropy 

Data: Using the Frobenius norm, we must minimize the error 

function or cost function. 

Result: NSER should be remains less than unity. 

initialization; 

while While condition do 

 instructions; 

 if condition then 

  instructions1:    is minimum; 

  instructions1:   is minimum; 

  then 

    ← minimum 

  then 

  instructions3:   ← minimum 

then     =    ,   −     2 /      =    /       

 else 

  instructions4: NSER is minimum; 

Outcome: Rate of the change of Entropy is minimum 

  Final: 

  
     −   

  
=

             −           

  
 

 end 

end 

Where, ζmin is the error energy function value and ρd t  is 
the desired density function. We show through simulation that 
the NSER of entropy stabilizes to a small value, supporting the 
information inequality that states conditionally reducing 
entropy decreases information. A better design, one with a 
lower SER, might theoretically be obtained by first averaging 
over the noise distribution and then minimizing with respect to 
the nonrandom functions (see Fig. 1). 

δX = 
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 Fig. 1. Noise-to-signal energy ratio plot for quantum system 

Since reducing noise effects and highlighting the signal 
process is the whole purpose of collecting measurements, the 
NSER should gradually decrease with time. 

d

dt
S ρA, ρB =

d

dt
Tr ρAlogρA − ρAlogρB  

We compute NSER, and it remains less than unity. We also 
showed how to use stochastic differential equations to calculate 
the relative entropy of two quantum systems plus bath density, 
i.e. stochastic system density. Through simulations, we are 
justifying that the rate of change of relative entropy stabilizes 
to a value less then θ ρB , which realistically justifies the 
information inequality stating that conditioning reduces 
entropy. The idea will be helpful to research communities in 
applied mathematics, physics, and quantum information theory 
who seek to investigate the variety of applications of classical 
and quantum stochastics to issues of physics and engineering, 
to sum up the conclusion. 

V. CONCLUSIONS 

We have determined the quantum relative entropy rate 
between two mixed states using noisy Schrödinger equations 
with varied Hamiltonians and Lindbland operators. For our 
calculations, we applied the conventional formula for 
calculating the exponential map of matrices. We may compute 
the rate of relative entropy as the asymptotic limit t → ∞ based 
on the scattering matrices connected to the pair of 
Hamiltonians that generate the two states. It is important to 
look into the circumstances in which the asymptotic relative 
entropy rate for the Hamiltonian and Lindbland operators 
continues to be below the specified threshold. The asymptotic 
limit in this scenario would ensure that there is a short gap 
between the two states. Conditioning is known in classical 
information theory to decrease entropy, specifically H(X/Y) ≤ 
H(X). As a result, we anticipate that in the quantum setting, the 
entropy of the filtered state will be reduced using HP equations 
based on detecting the noise process. In further work, we will 
also extend this formalism to Belavkin's quantum filtering 

theory based on the Hudson-Parthasarathy quantum stochastic 
by demonstrating that when this equation for a particle 
travelling in a potential with damping and noise is 
characterized in terms of the Wigner distribution function, then 
it is exactly the same as the Kushner-Kallianpur stochastic 
filter but with quantum correction terms stated as a power 
series in Planck's constant. 
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