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Abstract—Poultry farming is an important industry that
provides food for a growing population. However, the welfare
of the birds is a major concern, as poor living conditions leads
to abnormal behavior that affects the health and productivity
of the flock. In order to monitor and improve the welfare of
the birds, it is important to have a surveillance system in place
that monitors the behavior of the chickens and alert farmers
to potential issues. This paper reviews the current state of the
art in behavior analysis for surveillance in poultry farms and
discuss potential future directions for research in this area. This
paper presents a computer-vision-based system that detects and
monitors the behaviors of the chickens in poultry farms. The
system classifies three behaviors which are eating, walking and
sleeping. The system takes videos as input and then classifies
the behavior of the chicken. The proposed system produces an
accuracy of 94.7% using Light Gradient Boosting Machine on
a collected data-set of chickens, and a 98.4% accuracy on a
benchmarked Human Activity Recognition data-set.
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I. INTRODUCTION

The study of chicken behavior plays a critical role in
the poultry industry, as it provides valuable insights into
the health and welfare of the birds. Farmers can detect any
abnormal patterns that indicate illness, stress, or discomfort
by analyzing chicken behaviors. This information is then
used to improve their health condition, and ultimately,
enhance production efficiency and profitability. In addition, an
effective system for detecting and analyzing chicken behavior
contributes in early disease detection, preventing outbreaks
[1], ensuring food safety, protecting public health [2], and
ensuring the quality of poultry production [3]. Hence, having
a reliable system for monitoring chicken behavior is essential
for sustainable poultry farming and ensuring the well-being
of the birds.

The Food Standards Agency (FSA) reported that 1.35
million chickens die prior to being slaughtered, primarily due
to diseases and illnesses [4]. This conclusion was drawn from
a 15-month study conducted between 2016 and 2017. Ensuring
the health of chickens is achieved by monitoring their behavior.
Monitoring chicken behaviors by extracting, and analyzing
their trajectories (as shown in Fig. 1), is used as an indicator
to ensure their health and well-being. Although the chickens
seem fine, sudden death occurs quickly if specific behaviors
are displayed, leaving no chance for intervention [5].

(a) Walking trajectory

(b) Eating trajectory

(c) Sleeping trajectory

Fig. 1. Different chicken behavior trajectories.

Different methods for analyzing chicken behavior are uti-
lized (as shown in Fig. 2), one such approach involves using
pose estimation as used by Fang et al. [10], where the key
points of the chickens are identified and utilized to monitor
their behavior. Another method is to analyze the collective
behavior of chickens within a farm environment. The manner
in which chickens move as a group provides insights into their
behaviors. The proposed system (as shown in Fig. 3) primarily
concentrates on the third and final approach, which involves
tracking the movements of each chicken trajectory individually.
The individual actions of the chickens serve as an indicator of
their behavior. Fig. 2 shows the previously mentioned methods.

Previous researches that tackled this problem mostly uti-
lized image processing and machine learning to detect and
classify chicken behaviors. As illustrated in Table I, Neethira-
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TABLE I. PREVIOUS DEEP LEARNING-BASED APPROACHES FOR ANIMAL DETECTION

Algorithm Application Dataset Size Dataset Availability Accuracy Reference

Yolov5, Kalman filter Detecting &Counting
72 Chickens
8 hours
x30 FPS

Not available 96% [6]

Yolov4, Kalman filter Identify chicken’s movement
in low light

6 laying hens
1296 frames Not available 99% [7]

Yolov5, Detectron2 Quail detection mechanism 5,332 frames Not available 85.07%,67.15%
Average precision [8]

Yolov5, ResNet18 Trajectory of polar bears 4450 frames Available 86.4% F1 score [9]

DeepLabCut and
Pre trained ResNet50

Chicken pose estimation and
behavior classification 4450 frames Not available

75% standing,92% preening,
51% walking,96% resting,
62% running,93% eating

[10]

SVM Prediction of broiler disease 34,280 frames Not available 97% [11]

Yolov5,logistic regression ML Detecting chickens,behaviors 6 hours
x30 FPS Not available 94.7% Proposed work

jan [6] put forward a system for detecting and counting chick-
ens using Yolov5 and Kalman Filter. Siriani [7] also employed
Yolov4 and Kalman filter to monitor chickens’ movements in
low light conditions. Meanwhile, Fang et al. proposed a system
that classifies chicken behavior by analyzing their poses using
DeepLabCut [12] and ResNet50 [13].

Table I presents a GAP analysis, which compares the pro-
posed system work with previous studies on animal (chicken)
detection and tracking. The table compares the algorithms,
applications, data-set sizes, data-set availability, and achieved
accuracies used in each previous work. Evaluating the strengths
and limitation of each existing approach is achieved by com-
paring the mentioned factors.

The main contribution of this paper is to investigate
the use of chicken’s trajectories in order to classify its
behavior using classical machine learning models. The
proposed system (as shown in Fig. 3) aims to classify
three chicken behaviors using their trajectories: walking
(as shown in Fig. 1a), eating (as shown in Fig. 1b), and
sleeping (as shown in Fig. 1c) (Fig. 4 also shows practical
examples of the aforementioned behaviors). This paper
utilizes a collected data-set of 90 records split evenly
among the three mentioned behaviors. The data-set is to
be further explained in the Data Collection section. The
proposed model is also evaluated on a benchmarked data-set
which is the Human Activity Recognition data-set [14] in
order to evaluate its efficiency. Furthermore, a comparison
between different classical machine learning models is also
conducted in order to determine the highest performing model.

The rest of the paper is organized as follows: Section
II discusses the literature review and previous related work,
Section III outlines the proposed system’s methodology, data
collection, and how the system works, Section IV presents the
setup and results of the two conducted experiments, Section
V discusses the analysis and results produced by the classical
machine learning models, Section VI presents the limitation
of existing approaches and potential future work ideas, and
Section VII states the conclusion of the paper.

Fig. 2. Methods of chickens behavior classification.

II. RELATED WORK

In recent years, many studies have focused on detecting and
tracking animal behavior with the aim of further understanding
the animals and detecting their behavior. The aim of these
studies is to develop deep learning models for detecting and
tracking animal behaviors. In this section, some of the previous
work in this area is presented.

Neethirajan proposed a model which detects chickens,
counts them, and extracts each chicken’s movement from
their bounding box [6]. Neethirajan’s model detected chickens
from various backgrounds using YOLOv5, and then gave each
chicken an ID associated with the bounding box. As a result,
the model was able to count and track chickens. To detect each
chicken’s direction, the proposed system stored the centroid
of each bounding box. A challenge this model faced was
occlusion, where a chicken disappears in one frame and return
in the next frame, resulting in the chicken being given a
new ID. To solve this challenge, a Kalman filter was used
to compute the distance between each centroid and the old
one, in order to check if the chicken had been tracked before.

Siriani et al. proposed a model to detect and track chickens
in low light [7]. The proposed model used YOLOv4 in order to
detect chickens from input frames in addition to returning the
bounding box positions to store in CSV files for the tracking
process. Kalman filter was used to predict the next position
of each chicken depending on it’s last positions. This model
scored a very high accuracy of 99.9%. However the data-set
used was to small in addition to using 10,000 epochs which
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Fig. 3. System architecture.

Fig. 4. Different chickens behaviors.

probably led to over-fitting for their model.

Evangelista et al. proposed a model for detecting quails
using YOLOv5 and Detectron2 [8]. The proposed system
combined YOLOv5 and Detectron2 to create a faster model
for training and validation. However, the model failed to attain
a high accuracy and detected touching quails as a single quail.

Zuerl et al. proposed a model for monitoring polar bear
behavior using YOLOv5 and ResNet18 [9]. The suggested
system consisted of four stages: object detection, classification,
coordinate mapping, and analysis and user interface. In the first
stage, YOLOv5 was used to detect polar bears. In the second
stage, the image was cropped to only include the detected
animal, and then ResNet18 was used to classify the animal
type. After that, the center of one of the edges in the bounding
box was used as the position of the polar bear. Following
that, the extracted position was evaluated with respect to the
map of the zoo to determine its location. The final stage was
the user interface, which displayed the bear’s location in the
form of a heat map or trajectory, the distance covered in a
selected time frame, and the bear’s activity. Their model failed
to achieve high accuracy. Furthermore, the mapping stage of
their approach is difficult to implement, as a map of the farm
is required.

The previous work mentioned methods primarily focused
on detecting animals and determining their trajectories, without
considering any behaviors. In contrast, Fang et al. proposed
a model for chicken behavior classification, along with the
estimation of chicken poses, using DeepLabCut and a pre-
trained ResNet50 model [10]. As the first step, they created
a basic skeletal map of the stance of broiler chickens. The
ResNet-50 was then trained on the data-set, and DeepLabCut
was used to predict the chicken’s body position. Afterward,

the chicken’s posture was fed into a Naive Bayes model to
determine the behavior to which it belongs. However, the
limitations of this approach were the low accuracy scores in
detecting running and walking behaviors, as the postures for
these two classes are similar and difficult to separate.

Okinda et al. presented a distinct approach from the work
discussed earlier [11]. This approach employed a support
vector machine (SVM) to predict broiler diseases. Unlike the
previous methods, this model detects chickens by analyzing
images from the perspective of shape representation. To predict
the disease, six models were experimented with, and the
SVM scored the highest results. However, the model also
missclassified some inputs as incorrect days.

However, to date, there has been no published study
on behavior detection using chicken trajectories. This paper
presents a novel approach for detecting chickens, extracting
their trajectories, and classifying those trajectories according
to their respective behaviors.

III. METHODOLOGY

The system proposed in this paper consists of six stages:
pre-processing, background subtraction and ROI detection,
chicken filtering, trajectory extraction, behavior classification,
and output Fig. 3. In this section, a comprehensive explanation
of each stage is provided.

A. Data Collection

The data-set used in this study was obtained from YouTube
videos of chicken barns, totaling 6 hours of video footage.
To establish ground truth, the video footage was labeled and
trajectories were created with labels such as walking, eating,
and sleeping. Each class comprised 30 records, resulting in a
total of 90 records. Each record contains the (x, y) positions of
the chicken during the recorded clips. The data-set was then
split, with 80% used for training and 20% for testing.

For validation purposes, a human activity recognition data-
set [15] was used as a benchmark to validate the proposed
model. The handcrafted features were calculated from the
raw time domain data. The data-set was constructed from
270 records, which contained four behaviors: standing still,
walking, jumping, and running, with each class having an equal
number of records. The data-set was split in the same manner
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Fig. 5. System stages: (A) Input segmentation, (B) Background subtraction & ROI, (C) Moving object detection, (D) Chicken filtering, (E) Output.

as the constructed data-set, with 80% for training and 20% for
testing.

B. Pre-Processing

The proposed system has a pre-processing stage, which
requires video segmentation as its first step. The objective is
to analyze the content of the video. To achieve the desired
results, the video undergoes processing. The fundamental
procedure for processing a video is video segmentation [16].
The input videos are segmented into intervals of 5, 10, and 15
seconds for processing. The results showed that the 10-second
segmentation achieved the best outcome, as it was observed
that chickens typically transition to a different behavior after
10 seconds.

C. Background Subtraction and ROI

After video segmentation, the next step is to apply back-
ground subtraction to the videos. Background subtraction is
commonly used to isolate objects of interest in a scene by
comparing an observed image to an estimated version of
the image that does not contain any objects of interest [17],
[18]. The purpose of applying background subtraction is to
determine the trajectory of the chickens as shown in Fig. 5(B).

The process of applying the Region of Interest (ROI) to
a moving object is utilized to eliminate any irrelevant data
present in the image. In addition to detecting any moving
object as demonstrated in Fig. 5(C).

D. Chicken Filtering

To detect any moving objects. The object detection stage is
then performed to determine if the moving object is a chicken.
This stage is conducted using YOLO, and if the object detected
is a chicken, it is assigned an ID, as shown in Fig. 5(D).
Joseph Redmon and others first introduced YOLO in 2016
[19]. By partitioning an image into a grid and producing
predictions for each cell in the grid, the algorithm is made
to recognise objects in real-time. The distinctive feature of

YOLO is that it only makes one forward pass over the
network, enabling real-time image processing. Other object
identification methods, on the other hand, call for many
forward passes, which makes them slower and less suited
for real-time applications. On a number of object detection
benchmarks, YOLO has been demonstrated to attain state-of-
the-art performance while also being computationally effective.
Its widespread application in numerous computer vision tasks
is a result of this. In addition to its benefits include quick
deep learning network processing times, the capacity to handle
larger data-sets, and real-time continuous detection [20], [21].

O =
√
(Xnew −Xold)2 + (Y new − Y old)2 (1)

Equation 1: Euclidean Distance Equation

The ID of a chicken changes in the case of occlusion
and is assigned a new ID [6]. To overcome this challenge,
the Euclidean distance is calculated between the chicken’s
previous location and its new location [22]. If the output of
equation 1 is compared to the positions of all existing IDs and
found to be less than 150, the chicken is assigned the same
ID and the ID’s position is updated.

E. Trajectories Extraction

The first step in trajectories extraction stage is to detect
ROI(region of interest) from the image. The ROI is determined
by the boundary box added in the previous stage by YOLO.

Next, the location of the chickens is assumed to be at
the right edge of the bounding box, and a trajectory point is
added every 10 frames. As previously mentioned, processing
every frame is a challenging task, and thus trajectory extraction
is only performed once every 10 frames [23].Finally, the
trajectories are saved in a CSV (Comma-Separated Values)
file to calculate features from it.
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A =
1

n

n∑
i=1

ai =
a1 + a2 + · · ·+ an

n
(2)

Equation 2: Mean equation

σ =

√√√√ 1

n

n∑
i=1

(xi − µ)2 (3)

Equation 3: Standard deviation equation

M =
1

n

n∑
i=1

xi (4)

Equation 4: Median equation

F. Hand Crafted features

Since the trajectories are considered time series data [24],
several time series features are calculated, such as the mean,
median, standard deviation, minimum, and maximum. Mean
is used to calculate the average distance covered as shown
in equation 2 where a1, a2, ... and is calculated using the
euclidean distance mentioned in equation 1. Median is used
to extract the center element from a list of numbers using
equation 4. In this case median is used to achieve the medium
distance from all distances calculated. Standard deviation is
used to determine how close the values are to the average
(mean) value. The standard deviation is calculated using the
equation 3.

DC =

n∑
i=1

√
(Xnew −Xold)2 + (Y new − Y old)2 (5)

Equation 5: Distance Covered equation

{
SS+ = 1 if

√
(Xnew −Xold)2 + (Y new − Y old)2 <= 50

SS+ = 0 otherwise
(6)

Equation 6: Standing still Equation

In addition, some original features were calculated, such
as standing still, distance covered, maximum distance covered,
and starting-ending. The standing still feature was calculated
by subtracting every two consecutive trajectory points, and if
the result was less than 50, the chicken is considered to be
standing still as shown in equation 6. The distance covered
feature was calculated by summing all of the trajectory points
as presented in equation 5. The maximum distance covered
feature was calculated by determining the maximum difference
between each of the consecutive trajectory points. Finally, the
starting-ending feature was calculated by subtracting the first
trajectory point from the last trajectory point.

After combining and evaluating these features, the best
results were achieved by using the following set of features:

standing still, distance covered, mean, maximum distance
covered, starting-ending position, and label.

G. Behavior Classification

In order to classify the behaviors, three classical machine
learning algorithms were used: Logistic Regression, Naive
Bayes, and LightGBM.

Classification is the main application of logistic regression.
Unlike linear regression, logistic regression data points are not
arranged in straight lines. Each group represents a category,
and each data point belongs to a specific category. The objec-
tive of logistic regression is to find the classification boundary
line, which is represented by the regression equation [25],
[26]. Because of its distinctive way of expressing uncertain
knowledge, its extensive capacity for expressing probability,
and its incremental learning features for integrating prior
knowledge, the Bayesian technique has quickly become one
of the most alluring focal points in many methods. One of the
original Bayesian classification algorithms, the Naive Bayesian
Classification Algorithm, has a straightforward structure and
great processing efficiency. A Naive Bayes classifier has the
advantage of only needing to estimate relevant parameters,
such as the mean and variance of variables, based on a
small sample of training data. The assumption of independent
variables means that only the procedure for estimating each
variable is required, and that the entire covariance matrix is
unnecessary [27], [28].

LightGBM is a new model that is based on the gradient
learning framework and decision trees, and implements the
concept of boosting. It differs from the XGBoost model in its
use of histogram-based methods to accelerate training, con-
serve memory, and achieve a leaf wise growth approach with
depth limitations. The histogram method involves discretizing
continuous floating-point eigenvalues into k bins, which results
in a histogram with a width of k. This algorithm preserves
the discretized feature values using 8-bit integers, reducing
memory consumption without sacrificing accuracy, without the
need for additional storage of pre-sorted results [29], [30].

H. Output

After processing the input, the extracted features are fed
into the model to classify its behavior.

IV. ANALYSIS AND RESULTS

Two experiments were performed using the same approach
that was previously explained. Input videos were divided into
10-second segments. Experiment 1, which focused on chicken
behavior, had a sample size of 12 hours footage from a chicken
barn, where the selected behaviors were cropped in order to
conduct the experiment. Experiment 2 involved the Human
Activity Recognition in order to check the efficiency of the
proposed system, using the HAR data-set, both experiments
also used the same hand crafted features. After pre-processing
the segmented videos as shown in Fig. 3, and the trajectories of
the chicken were extracted, they were passed to the classical
machine learning models in order to determine the highest
performing model.
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A. Experiment 1

Experiment 1 aims to classify the three previously men-
tioned chicken behaviors, while also comparing between dif-
ferent classical machine learning models.

1) Setup: The first experiment uses the collected chicken
data-set to test the efficiency of the proposed system. It was
carried out using 90 records with 30 records allocated for
each behavior and split 80-20 between training and testing, re-
spectively. All classical machine learning models were trained
and tested on the same data-set, the aforementioned models
which are Logistic regression, Naive Bayes, and Light Gradient
Boosting Machine (as shown in Fig. 3), were selected in
order to determine the best performing model in this particular
research.

2) Results: The performance of three different machine
learning algorithms, namely Naive Bayes, Logistic Regression,
and Light Gradient Boosting Machine (LightGBM), were eval-
uated in this study for the classification of chicken behavior.
The results showed that LightGBM outperformed both Naive
Bayes and Logistic Regression in terms of accuracy. Results
are shown in Table II.

B. Experiment 2

The second experiment was conducted in order to have
the proposed system evaluated on a public and benchmarked
data-set.

1) Setup: The second experiment makes use of the Human
Activity Recognition data-set. It was conducted using 270
records divided evenly between all 4 behaviors which are
StandingStill, Walking, Jumping and Running. The records
assigned to each behavior was also split 80-20 for training
and testing respectively.

2) Results: In Experiment 2, the performance of the same
three classical machine learning models were evaluated: Lo-
gistic Regression, Naive Bayes, and LightGBM. The results,
as shown in Table III, indicate that Logistic Regression out-
performed both Naive Bayes and LightGBM.

TABLE II. CHICKEN DATASET RESULTS

Model Accuracy

LightGBM 94.7%
Naive Bayes 91.3%
Logistic regression 89.8%

TABLE III. COMPARING RESULTS WITH PREVIOUS WORK

Refrence Accuracy

[31] 98.99%
Logistic regression 98.4%
LightGBM 93.9%
Naive Bayes 90.1%

V. DISCUSSION

A. Experiment 1

LightGBM performed better than both Naive Bayes and
Logistic regression (as shown in Table II) in experiment 1

which was conducted to assess the performance of the pro-
posed system on classifying chicken behavior, this is attributed
to several factors. Firstly, LightGBM is a gradient boosting
algorithm that builds decision trees sequentially to correct the
errors made by previous trees and then work on the leaves
of these trees, where each node in the tree is a hand-crafted
feature on its own. This results in a more robust model that
captures complex and non-linear relationships between the
features and the target. Secondly, LightGBM has a tree-pruning
mechanism that helps to prevent over-fitting on small data-sets.
By removing branches with low information gain, LightGBM
is able to reduce the size of the tree and avoid over-fitting,
leading to better generalization on unseen data.

On the other hand, Naive Bayes and Logistic Regression
are linear models that assume a linear relationship between
the features and target, which is not true in this particular
experiment, and results in underfitting when the relationship
between the features and the target label is more complex.
Naive Bayes classifier also considers each of these features
to contribute individually in the predicting process, which
loses information about how the hand-crafted features are used
together to identify the behavior.

B. Experiment 2

The results of Experiment 2 (as shown in Table III)
show that, unlike Experiment 1, Logistic regression scored
higher accuracy than both LightGBM and Naive Bayes in the
classification of human activities. This improved performance
of Logistic Regression compared to Experiment 1 is attributed
to the larger data-set size in Experiment 2. In Experiment 1,
the small data-set size have resulted in Logistic Regression
being underfit, however, with the increased data-set size in
Experiment 2, Logistic Regression was able to show higher
accuracy. Logistic Regression also robust to outliers and has
the ability handle real-world noisy data-sets, which is why it
was suitable in this experiment.

The accuracy of both Naive Bayes and LightGBM models
stayed around the same percentage (as shown in both Table II,
and Table III), due to the same reasons that were mentioned
in the discussion section for experiment 1.

VI. LIMITATIONS AND FUTURE WORK

In this section, the limitations encountered during this
research will be outlined, along with potential areas for future
exploration for interested researchers.

The paper highlights the potential of using a computer-
vision system and machine learning for chicken behavior anal-
ysis and surveillance in poultry farms. These technologies can
provide valuable insights and serve as useful tools for farmers
and researchers. However, there are also several limitations
and challenges associated with this approach, which should be
taken into consideration. Chickens overlapping: Chickens often
move around in groups and can block each others movements
(as illustrated in Fig. 6), making it challenging for computer
vision algorithms to track and detect individual behaviors. In
addition, occlusion can occur when one chicken is partially or
completely obstructed from view by another chicken or object
in the environment.
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Chicken behaviors variability: chickens exhibit a wide
range of behaviors, these different behaviors look very similar
to each other (as shown in Fig. 1), which further complicates
their classification, some of these behaviors are also not
feasible to classify using only their trajectories, which means
that a future work combining the proposed system with a pose
estimation-based system is needed.

Future research to broaden the scope of this study is
including the classification of abnormal behaviors observed in
poultry farms. Additionally, other machine learning algorithms,
larger data-sets, and more complex behavior classification tasks
to be explored to further enhance the accuracy and practical
applications of the proposed system. The proposed system can
also be combined with a pose estimation-based approach to
further improve accuracy and widen the classification scope,
enabling it to detect different types of behaviors.

Fig. 6. Chickens occlusion.

VII. CONCLUSION

In conclusion, computer vision and machine learning has
the potential to radically transform the animal behavior classi-
fication industry providing a reliable and an automated way to
monitor and analyze animal behaviors in poultry farms. This
study aimed to classify chicken behavior using computer vision
and classical machine learning approach.

The proposed system was evaluated on two experiments;
the first experiment was conducted using a collected chicken
data-set. The second experiment made use of the Human
Activity Recognition data-set to test the efficiency of the
proposed system on a benchmarked data-set. Three classical
machine learning models were given the same training and
testing data to determine the best-performing model, also given
the same hand crafted features in both experiments. The results
showed that the Light Gradient Boosting Machine model
outperformed the other models in experiment 1, achieving the
highest accuracy of 94.7% in classifying chicken behaviors.
While Logistic Regression achieved the highest accuracy of
98.4% in experiment 2 conducted to classify human activities.
These findings demonstrate the potential of using machine
learning to classify animal behavior and its ability to have
practical applications in the poultry industry.
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